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Application of Compressive Sensing to Two-Dimensional Radar Imaging Using a Frequency-Scanned Microstrip Leaky Wave Antenna

(Invited Paper)
Shang-Te Yang ∙ Hao Ling

Abstract

The application of compressive sensing (CS) to a radar imaging system based on a frequency-scanned microstrip leaky wave antenna is investigated. First, an analytical model of the system matrix is formulated as the basis for the inversion algorithm. Then, L₁-norm minimization is applied to the inverse problem to generate a range-azimuth image of the scene. Because of the antenna length, the near-field effect is considered in the CS formulation to properly image close-in targets. The resolving capability of the combined frequency-scanned antenna and CS processing is examined and compared to results based on the short-time Fourier transform and the pseudo-inverse. Both simulation and measurement data are tested to show the system performance in terms of image resolution.

Key Words: Compressive Sensing, Leaky Wave Antenna, Near Field, Radar Imaging, Resolution.

I. INTRODUCTION

Compressive sensing (CS) is an emerging signal processing technique based on L₁-norm minimization. CS has been applied to two-dimensional (2D) radar imaging to reduce both the number of frequencies and the number of antenna elements (or the number of spatial samples in the case of a synthetic aperture) required for data collection [1–6]. The frequency and element positions are randomized to overcome aliasing in the downrange and grating lobes in the radiation pattern, respectively. In this paper, we explore the use of CS for 2D range-azimuth radar imaging. However, we explore a unique application in which CS is applied to an imaging system based on a frequency-scanned antenna.

A frequency-scanned antenna is a low-cost alternative to a linear phased-array system for obtaining 2D range-azimuth information of targets in a scene. The beam of a frequency-scanned antenna can be steered to different directions by changing the carrier frequency. At the same time, there is still sufficient bandwidth during beam dwell on the target to obtain range information. Consequently, a scene can be imaged with one single frequency sweep. This concept was exploited earlier in [7, 8]. More recently, we have designed, built, and tested a frequency-scanned microstrip leaky wave antenna (MLWA) to track humans [9]. Image formation was performed using the short-time Fourier transform (STFT). Targets are first resolved in range by using a range-gated sliding window. The range-gated response is then Fourier-transformed into the frequency domain, in which target angular information can be obtained. However, the choice of the window function leads to a tradeoff...
in the range and azimuth resolution.

The problem of generating a 2D image from a single frequency response collected using a frequency-scanned antenna can alternatively be approached by considering this problem as a solution to a highly underdetermined system of linear equations. The image domain is a large 2D space, and the measured data is the 1D frequency response. Therefore, the imaging problem is well-suited for CS, that is, how to generate a large but sparse 2D image from a compressed 1D frequency response. Because only a few moving targets are expected within the scene of interest, a solution can be effectively determined by using L1-norm minimization. Some related preliminary results were reported in [9].

In this paper, we investigate in detail the application of CS to a 2D radar imaging system based on a frequency-scanned antenna. We develop the system matrix based on the antenna characteristics, range delay, and a point-scatterer target model. We then apply L1-norm minimization to generate the 2D range-azimuth image. The present study is novel in several respects compared to our earlier study in [9]. First, the antenna is a new, narrow-beam antenna that we have designed specifically for operation with a short-pulse radar [10]. It has a length of 90 cm (approximately three times longer than the design reported in [9]), operates between 3 and 6 GHz, and is capable of a beamwidth of the order of 5°. Accordingly, additional near-field considerations are needed to property model the system matrix for applying CS. Second, we closely examine the resolving capability of the combined frequency-scanned radar and CS processing. Both simulation and measurement data are tested to show the system performance in terms of image resolution and to clarify whether the combined system can operate beyond the physical resolution limit.

The remainder of this paper is organized as follows. Section II describes the performance of the long MLWA and discusses the far- and near-field CS formulations. In Section III, we examine the resolution of the combined system based on simulation and measurement. Section IV presents the conclusions of this study.

II. MLWA AND CS FORMULATION

The antenna under consideration is a 90-cm-long, air-filled, half-width MLWA. Fig. 1 shows the built prototype, and the inset shows its cross-sectional dimensions. The antenna is designed to operate from 3 to 6 GHz. Fig. 2 shows the gain pattern of the antenna versus the frequency and angle as simulated using the FEKO electromagnetic simulation software [11]. An infinitely large ground plane is used in the simulation. The gain value is color coded from 0 to 20 dBi. The horizontal axis is the angle θ, which is defined with respect to the longitudinal z-direction of the antenna. As the frequency is increased, the antenna beam sweeps from the broadside direction (θ = 90°) toward the endfire direction (θ = 0°), with increasing peak gain. The beamwidth of the antenna is marked by the horizontal arrows in Fig. 2, and it is a function of the beam direction. Similarly, we can define a “target illumination bandwidth” by a vertical cut across the pattern, as shown in the figure. This quantity dictates the achievable range resolution for radar imaging. The tracking of humans using this antenna in combination with a short-pulse radar and STFT processing was reported in [10]. An investigation into further narrowing the beamwidth of the antenna can be found in [12].

To apply CS, we formulate the 2D imaging problem into an underdetermined system of linear equations as follows:

\[ \mathbf{y} = \mathbf{A} \mathbf{x} = \sum_{i=1}^{N} \mathbf{a}_i x_i \]  

where \( \mathbf{x} \) is the large but sparse 2D range-azimuth image, and \( \mathbf{y} \) is the measured frequency response. If we neglect the interaction between targets, we can express \( \mathbf{y} \) as a superposition of the frequency responses from point targets at different positions. Therefore, \( x_i \), the \( i \)-th element of the \( \mathbf{x} \) vector, is the strength of a target located at position \( (R_i, \theta_i) \), and \( \mathbf{a}_i \), the \( i \)-th column vector of the \( \mathbf{A} \) matrix, denotes the corresponding direction-dependent
frequency response of a target with unity strength in the 2D range-azimuth plane. \(a_i\) contains both the antenna response and a free-space propagation factor, and it can be written as follows:

\[ a_i = \left( E^f(f, \theta_i) \cdot \frac{e^{-jk_0 R_i}}{R_i} \right)^2 \]  

(2)

where \(k_0 = 2\pi f / c\). \(E^f(f, \theta)\) is the frequency-dependent far-field of the MLWA. The square accounts for the two-way propagation. We next model \(E^f(f, \theta)\) as the radiation from an equivalent magnetic line source on the narrow antenna aperture along the \(z\)-direction as follows:

\[ E^f(f, \theta) = \frac{j k_0}{2\pi} \sin(\theta) \int_{0}^{L} e^{(-\alpha-\beta)z} \cdot e^{j k_0 \cos(\theta)z} dz \]  

(3)

where \(L = 0.9\) m is the antenna length. \(\alpha\) and \(\beta\) are respectively the attenuation and propagation constant of the leaky mode. They can be computed approximately using the transverse resonance method (TRM) \[13\].

The above CS formulation is based on the far-field radiation pattern of the antenna. However, the far-field distance of the 90-cm-long antenna at 6 GHz is 32.4 m based on the \(2L^2/\lambda\) criterion. To properly account for close-in targets, a more exact near-field \(a_i\) can also be formulated as follows:

\[ a_i = \left[ \frac{-j k_0}{\pi} \sin(\theta(z)) \cdot e^{-(\alpha-\beta)z} \cdot e^{j k_0 \cos(\theta)z} \right] \frac{1}{R(z)} \]  

(4)

where \(R(z)\) and \(\theta(z)\) are respectively the distance and direction of a near-field target to different parts on the antenna aperture. This equation simplifies to (2) and (3) when the far-field approximation \(R(z) = R_i - z \cos(\theta_i)\) is applied. Computing the \(A\) matrix using the more exact (4) requires carrying out aperture integration repeatedly for every possible target position across the entire 2D range-azimuth plane.

We first test the far-field CS formulation with simulated data from a \(3 \times 3\) grid of point targets. The ground truth is shown in Fig. 3(a). The downrange locations of the targets are 31, 33, and 35 m. The azimuth directions are 37°, 53°, and 67°. Based on the target map, a frequency response \(y\) is generated using the more exact numerical integration shown in (4). However, the matrix \(A\) is generated by using the far-field approximation in (2) and (3). The MATLAB package YALL1 \[14\] is used to solve the \(L_1\)-norm minimization with linear constraints, and the resulting image is shown in Fig. 3(b). It is seen that the downrange and azimuth positions of the targets are resolved correctly. The model mismatch between the more exact \(y\) vector and the far-field \(A\) matrix is not severe.

Next, the nine targets are moved to 4, 6, and 8 m with the same azimuth positions. The corresponding CS image is shown in Fig. 3(c). It can be observed that the azimuth positions of the close-in targets are not correctly located and that the target response is more diffused. This is due to the model mismatch between the far-field \(A\) matrix and the target response vector \(y\).
The same targets are then imaged using the near-field $A$ matrix, and the resulting image is shown in Fig. 3(d). In comparison to Fig. 3(c), all the targets are now better focused and the azimuth positions are restored correctly. It is noted that although the targets near the broadside direction are better focused compared to Fig. 3(c), they are still blurrier than the other targets in Fig. 3(d). This could be due to the broader antenna beam near the broadside direction. Lastly, targets are better focused in Fig. 3(d) than in Fig. 3(b), indicating that the minor error introduced by the far-field approximation still degrades the performance of CS. Therefore, it is worthwhile to incorporate as much sensor physics as possible when performing CS imaging. For the remainder of this paper, the near-field $A$ matrix computed using (4) is used.

III. RESOLVING CAPABILITY STUDY

To examine the resolving capability of the combined CS-MLWA system, closely spaced targets are imaged. For conventional Fourier-based imaging, the azimuth resolving capability is the 3 dB beamwidth of the antenna, and the downrange resolution is inversely proportional to the 3 dB frequency bandwidth. Fig. 4 shows the beamwidth and frequency bandwidth of the 90-cm-long antenna. The same antenna is used for both transmitting and receiving; thus, the 3 dB beamwidth shown in Fig. 4 is based on the square of the gain pattern to account for two-way radiation/reception. It should be noted that the beamwidth and bandwidth are both functions of the beam direction. The beamwidth is approximately 5° for most of the target directions, and the bandwidth ranges from 200 to 750 MHz. Correspondingly, the Fourier resolutions in range, based on the $c/2$ formula, are 75 and 20 cm, respectively. Three groups of three closely spaced targets are placed at approximately $\theta = 40^\circ$, 55°, and 70° to evaluate the direction-dependent resolving capability. Fig. 5(a) shows the ground truth image. The spacing between the targets in azimuth is set to one beamwidth, and the spacing in downrange corresponds to two times

![Fig. 5](image-url)
Fig. 6. CS images of three trihedrals measured using the MLWA.
(a) Image showing three resolved targets. (b) Image showing only two resolved targets when the farthest trihedral is moved 3 cm closer.

The bandwidth or one-half of the Fourier range resolution. All targets are set to unity strength. As was done in Section III, a frequency response is simulated based on Eq. (4) and a point-scatterer model.

The frequency response is first processed using STFT with a 50-cm sliding Hamming window; the result is plotted in Fig. 5(b). STFT barely resolves targets in downrange, and it cannot resolve targets in the azimuth dimension. It should also be noted that the downrange locations of the targets are not correct, because the direction-dependent beam delay of the leaky mode is not modeled by STFT. Next, the pseudoinverse of the near-field A matrix is used to generate the image shown in Fig. 5(c). The result is equivalent to solving the underdetermined system of linear equations with L2-norm minimization. It is observed that targets are better resolved in downrange. Moreover, the targets in the farthest group (at approximately 5 m in downrange) are marginally resolved in azimuth. However, there are substantial artifacts, and it is very difficult to identify the true targets. Lastly, Fig. 5(d) shows the image generated using the near-field A matrix and YALL1.

Eight of the nine targets are resolved correctly. Only the target at \( R = 3 \text{ m}, \theta = 66^\circ \) is not shown correctly. Because the targets are placed based on the far-field beamwidth, the two closest-in targets could be spaced too closely to be resolved properly by the near-field beam. Among the three different algorithms, CS achieves the best 2D resolution in the range-azimuth plane. Moreover, it appears that CS can slightly surpass the Fourier resolution in the downrange dimension. More testing revealed that CS could not correctly resolve targets placed closer than one beamwidth, showing that the azimuth resolution is still governed by the physical aperture of the antenna.

Finally, measurement data are collected, and the resolving capability of the system is tested using three trihedrals. A vector network analyzer is used as a radar to collect \( S_11 \) of the antenna in the presence of trihedrals from 2 to 6 GHz. A background subtraction is performed to remove the antenna mismatch and room clutter. During the measurement, the azimuth and downrange spacings between the trihedrals are progressively reduced until just before the trihedrals can no longer be resolved in the corresponding CS image. The result is plotted in Fig. 6(a), where the CS-generated image is shown in color, and the actual target locations are overlaid on the image as open circles. The two targets on the right with roughly the same azimuth position are placed with a 23-cm difference in downrange. The azimuth spacing between the left- and the right-hand-side targets is approximately 5°. These numbers correspond approximately to the beamwidth and frequency bandwidth shown in Fig. 4 at \( \theta = 39^\circ \).

Next, we move the farthest target 3 cm closer in downrange; the corresponding CS image is shown in Fig. 6(b). It is observed that one target disappears from the image. However, the responses of the remaining two targets become diffused. Testing with measurement data shows that the resolution capability in the azimuth dimension agrees with that found from testing with simulation data. However, we were not able to achieve super-resolution in downrange in the measurement data testing. This could be attributed to several reasons, including mismatch between the TRM-predicted radiation pattern and the built prototype, mismatch between the backscattering from the actual trihedral (18 cm per side) and the point target assumption, and higher-order interactions between targets.

IV. CONCLUSION

In this paper, the application of CS to 2D radar imaging using a frequency-scanned antenna has been investigated. First, an analytical model of the system matrix was formulated as the basis for the inversion algorithm. Then, L1-norm minimization was applied to the inverse problem to generate the image of the scene. It was found that because of the antenna length, a nearfield formulation is needed to properly image close-in targets. The resolution of the system was then tested rigorously by using closely spaced targets that were placed based on the direction-dependent beamwidth and bandwidth of the frequency-scanned
antenna. It was found that CS achieves the best image resolution in the range-azimuth plane when compared to STFT and a pseudoinverse. Nevertheless, the image resolution achievable using CS is limited by the physical antenna beamwidth in the azimuth dimension and the frequency bandwidth in the downrange dimension. Although the simulations showed some superresolution performance in the downrange dimension, it was not confirmed in the measurement. This could be due to secondary effects not modeled in our formulation, including the actual target response, interactions between targets, and mismatch between the actual antenna prototype and the modeled system matrix. This highlights the importance of accounting for as much of the sensor physics as possible to achieve good performance in terms of image resolution when applying CS.

This work was supported by the Texas Norman Hacerman Advanced Research Program under Grant No. 003658-0065-2009 and the National Science Foundation under Grant No. ECCS-1232152.
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Monopulse Tracking Performance of a Satcom Antenna on a Moving Platform
Gyuhan Cho ∙ Gwang Tae Kim

Abstract

A satellite communication (Satcom) antenna mounted on a moving platform provides a controlled heading that enables a geosynchronous satellite to communicate with the ground. A monopulse tracking method is effective for antenna control on a vehicle when it vibrates severely. However, this method has unexpected obstacles and its control performance is insufficient. To improve its control performance, the control command and monopulse error, the signal delay, and the radome effect are evaluated through tests. The authors then propose a method to transform the antenna error from 3D coordinates to 2D antenna coordinates. As a result, the antenna control performance is improved. As indicated in this study, examining antenna systems using the monopulse method on moving platforms is possible by understanding the antenna test process.

Key Words: Geosynchronous Satellites, Inertially Stabilized Platform, Monopulse Signal, Moving Platform, Radome, Satcom Antenna.
Fig. 1. Concept of the Satcom antenna control on a moving platform (This antenna uses ISP to hold the LOS stationary).

Fig. 2. Antenna on a six-axis motion simulator.

In this study, we seek to enhance the control performance of a Satcom antenna on a moving platform, such as a car, ship, or airplane. Wave motion can be imparted to these moving platforms or vibrated by external forces. As this research focuses on defense development for military purposes, most angles are normalized by multiplying them by an arbitrary number $K$, and several specific algorithms are not included.

II. TEST CONDITIONS

1. Antenna

The antenna pedestal structure used in this research consists of a two-axis gimbaled pedestal, with an azimuth axis and an elevation axis. Each axis is moved by a motor and a resolver [6]. The third motor is located behind the antenna aperture and rotates the feed antenna to adjust the angle to the monopulse signal, which exhibits linear polarization. As this axis is not used to control the LOS to the satellite, it is not considered in this research. A number of radio frequency-related components, such as a low noise amplifier, are placed at the back side of the antenna. As this moving platform has to change its direction freely, a slip-ring is used on the azimuth axis to rotate the axis beyond one revolution. The parabolic reflector is made from carbon composites, and the pedestals are fabricated from stainless steel.

In this research, two coordinates are set. The first one is the ground coordinate that is fixed on the ground under the antenna. It does not change even if the moving platform vibrates or if the antenna moves. Therefore, the LOS of the antenna on the ground coordinate is stationary because geosynchronous satellites remain unchangeable in terms of ECEF Cartesian coordinates. The second one is the antenna coordinate, which considered the center bottom of the antenna as the standard datum. The heading direction of the antenna can be represented on this coordinate using the azimuth and elevation gimbal angles.

In the ISP technology, a gimbal lock can occur when the LOS and the azimuth axis are driven into a parallel configuration. The gimbal lock effect means that the pedestals lose one degree of freedom of control. Fortunately, the moving platform on which this antenna is attached is expected to perform only in a designated area, and the gimbal lock effect is not considered.

2. Test Method

This research aims to stabilize the LOS of this antenna in a vibrating environment that imitates the platform’s movement. A number of instruments are applied in this test.

A motion simulator is utilized to cause platform vibration. Fig. 2 illustrates the concept of this test. The antenna is fixed to a simulator, which generates a disturbance on the moving platform. This motion simulator can impart six axes of motion: roll, pitch, yaw, surge, sway, and heave. The test disturbance is calculated according to the test flight kinematic information. As the purpose of this test is to stabilize the LOS of the antenna, this antenna is tested only for the rotational axis.

The inertial navigation system (INS) is a sensor that can measure the motion and rotation of a moving object without external references using a combination of three gyro sensors and three accelerator sensors. For most moving platform systems, the platform’s position information is delivered from the platform’s main INS system to the control unit of the antenna. However, for this antenna test, another INS is mounted to measure disturbances of the motion simulator.

As the monopulse method is used to detect the satellite direction using specific signals sent by satellites, selecting the correct satellite with which to make the data link is important. For this test, a Korean geosynchronous satellite, which is a Ku-band
satellite that uses linear polarization, is applied.

This test is conducted inside a radome to protect the antenna from disturbances, such as wind, rain, and dust.

3. Performance

The antenna tracking test is conducted with the following prescribed conditions. The disturbance is a sine wave movement (17° 0.4 Hz) for the roll axis of the simulator. This wave is calculated using the real flight of an airplane, and the most severe expected external force is applied. Using the INS sensor and the monopulse signal, the control target angles of the azimuth and elevation motors are calculated on the basis of the antenna’s position status.

Fig. 3 and Table 1 show the results of the monopulse tracking test. The black line is the control error, which indicates how well the antenna follows the target angle; the gray bold line indicates the monopulse error. For security purposes, the angles are multiplied by an arbitrary number $K$. The root mean square (RMS) and the peak angle of the error are provided in Table 1. The RMS of the monopulse error is 10 times higher than that of the control error. Therefore, the motors of the antenna pedestal follow the commanded angles well, but the LOS of the antenna does not head precisely for the satellite.

Section III describes the process to check for possible causes of instances in which the antenna cannot track the satellite accurately. Whether the command angles correspond with the direction of the satellite is not certain. The delay of the signal processing is then checked. The radome effect is also tested.

Table 1. Monopulse tracking test results (sine wave 17° 0.4 Hz)

<table>
<thead>
<tr>
<th></th>
<th>RMS (°)</th>
<th>Peak (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control error</td>
<td>0.0786</td>
<td>0.2600</td>
</tr>
<tr>
<td>Monopulse error</td>
<td>0.7919</td>
<td>1.5559</td>
</tr>
</tbody>
</table>

III. CAUSE ANALYSIS

1. Command Angle and Monopulse Signal

To improve the control performance, a number of tests are conducted to confirm the critical factors affecting the control. The command angle is first tested. To check the command angle, the command angle and the monopulse angle are translated into direction angles on the ground coordinate. The monopulse angle is the sum of the motor angle feedback from the resolver and the monopulse error; this value is a direction heading for the satellite on the antenna coordinate measured by the monopulse system. By comparing the two angles on the ground coordinate, confirming which angle is wrong is possible. Given these two angles, the right angle must be unchangeable and the other is a variable that is considered a disturbance as the satellite is stationary.

In this comparison, the command angle and the monopulse angle are translated from the antenna coordinate to the ground coordinate. Using a trigonometric function, the vector for the LOS of the antenna on the antenna coordinate is written in terms of the azimuth and the elevation motor angles $\theta_{AZ}$ and $\theta_{EL}$, which are obtained from the monopulse tracking test.

$$
\begin{bmatrix}
X_l \\
y_l \\
z_l
\end{bmatrix} = \begin{bmatrix}
\cos \theta_{EL} \cos \theta_{AZ} \\
\cos \theta_{EL} \sin \theta_{AZ} \\
\sin \theta_{EL}
\end{bmatrix},
$$

(1)

where the subscript $l$ indicates that this vector is represented on the antenna coordinate. The subscript $g$ indicates the global coordinate.

Using the inverse rotation matrix, which is a Euler matrix, about the X, Y, and Z axes, the vector in the ground coordinate can be calculated from the vector in the antenna coordinate as follows:

$$
\begin{bmatrix}
x_g \\
y_g \\
z_g
\end{bmatrix} = E_Z(\psi_1)^{-1}E_Y(\theta_1)^{-1}E_X(\varphi_1)^{-1},
$$

(2)

where the position angles on the stationary simulator $\psi_1$, $\theta_1$, $\varphi_1$ are applied to the Euler matrix.

$$
\begin{bmatrix}
\theta_{AZ_{ground}} \\
\theta_{EL_{ground}}
\end{bmatrix} = \begin{bmatrix}
\tan^{-1}(x_g / y_g) \\
\tan^{-1}(z_g / \sqrt{x_g^2 + y_g^2})
\end{bmatrix}.
$$

(3)

From the vector on the ground coordinate, the motor angles of the antenna on the ground coordinate can be calculated using the reverse of (1).

$$
\begin{bmatrix}
\theta_{AZ_{error}} \\
\theta_{EL_{error}}
\end{bmatrix} = \begin{bmatrix}
\theta_{AZ_{ground}} \\
\theta_{EL_{ground}}
\end{bmatrix} - \begin{bmatrix}
\theta_{AZ_{satellite}} \\
\theta_{EL_{satellite}}
\end{bmatrix}.
$$

(4)

The precise ground angle cannot be revealed in this study be-
cause this antenna is developed for military purposes. The error against the theoretical satellite direction is plotted. The results are separated into the azimuth angle and the elevation angle, and the two graphs are synchronized based on time [7].

Fig. 4 shows how the monopulse angle and the command angle differ according to the actual direction. Although the gaps can change because of the disturbance from the simulator, the difference between the two angles is remarkable at the elevation angle. At the elevation angle, the variance of the monopulse error is two times more severe than that of the command angle. This graph indicates that the heading point of the input command angle is not the point where the satellite exists. The antenna cannot determine the heading of the satellite even if the motors follow the command angles. However, whether this is due to the command angle being miscalculated or not is not certain.

2. Monopulse Signal Delay

The previous test confirmed a gap between the satellite direction and the command angle. However, what degrades the antenna control performance remains unclear. To check for possible factors that can affect the control performance, a number of additional tests are conducted.

The phase difference between the command angle and the monopulse angle is about 0.4 second, as illustrated in Fig. 4. Therefore, the monopulse signal delay is considered to be an important factor affecting the antenna control. To determine the signal delay, the monopulse tracking test is conducted with a changed value of disturbance (sine wave 17° 0.01 Hz). The speed of the disturbance is only changed in comparison with the value in the previous test. Using a slowdown of the simulator movement, the effect of the signal delay can be minimized.

Fig. 5 shows the results of the monopulse tracking test on the 17° 0.01 Hz sine wave disturbance. The RMS and the peak of the error are provided in Table 2. In comparison with the previous test, a control error that has four times better RMS and two times better peak error is found. In addition, a nine times better RMS error and a six times better peak error are found for the monopulse error. Greater improvement is achieved for the monopulse error than for the control error.

These results imply that the time delay of the monopulse signal processing can be regarded as one of the important aspects that degrade the antenna control performance.

To obtain an accurate analysis, the angles are translated to ground coordinates in the same way as in the previous test. Fig. 6 shows the results of the angle translation. As shown in this graph, the command angle and the monopulse angle are headed toward the same direction as in the previous test. That is, the command angle is accurately headed for the satellite direction. However, even though the monopulse error decreases, the heading direction of the antenna changes with the movement of the motion simulator.

3. Radome

According to the previous test results, the LOS of the antenna is not constant with the movement of the simulator. As the satellite is located far from the Earth, the LOS of the antenna must be constant regardless of the position of the antenna. For this reason, the radome is unlikely to be the source of the variable LOS of the antenna.

A radome is used to protect the antenna from external im-

![Fig. 4. Monopulse tracking test results for the ground coordinate (sine wave 17° 0.4 Hz).](image-url)
pacts that can affect the antenna control, make the heading direction inaccurate, and lower the antenna communication ability. However, a radome can attenuate, depolarize, and distort the antenna wave, which can all degrade the antenna pattern. Fig. 7 shows the LOS distortion problems that can result from using a radome. The Satcom antenna’s LOS follows the dotted line, but the signal LOS changes to a solid line after going through the antenna radome [8]. The Satcom antenna is usually located on the top side of the moving platform and is covered by the radome. The body of the moving platform is designed to consider the aerodynamics and weight balance of the vehicle. For this reason, the shape of the radome is not simple and modeling the radome is complicated when attempting to compensate for the bending of the antenna signal.

Although the use of a radome brings these problems, the antenna nonetheless must be protected by the radome on the platform. Distortion of the antenna signal occurs regardless of how precisely the radome is designed. Another solution is to try to improve the performance of the antenna control. Although distortion exists, the control error is sufficiently low that the antenna’s control performance can be improved by decreasing the monopulse signal delay.

Monopulse signals are used to detect the direction of a satellite. When using such signals, a filter is essential because monopulse signals are noisy and unclear. To clarify the monopulse signal, a finite impulse response (FIR) filter is applied for system robustness, which is the most important factor in defense applications. The FIR filter incurs no feedback from output to input and is stable because all the poles lie in the origin. However, this filter requires more taps than the infinite impulse response (IIR) filter. This requirement increases the filter processing time and causes the monopulse signal to have a long delay [9].

To decrease this delay, the filter is changed from an FIR to an IIR. The IIR filter incurs feedback from output to input but requires fewer taps to obtain the step-up and step-down responses. Therefore, the sensing delay can be decreased by changing the filter. The robustness of the filter is compensated for by the software setup. The specific filter algorithm is not revealed in this study for security reasons of defense development.

### IV. IMPROVED PERFORMANCE

Fig. 8 presents the results of the monopulse tracking test for a 17° 0.4 Hz sine wave disturbance with the changed monopulse signal filter.

![Graph of monopulse tracking test results](image)

**Table 3. Monopulse tracking test results (sine wave 17° 0.4 Hz with the changed monopulse signal filter)**

<table>
<thead>
<tr>
<th></th>
<th>RMS (°)</th>
<th>Peak (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control error</td>
<td>0.0389</td>
<td>0.1826</td>
</tr>
<tr>
<td>Monopulse error</td>
<td>0.1486</td>
<td>0.2236</td>
</tr>
</tbody>
</table>

Fig. 6. Results of the stabilization test for disturbance (sine wave 17° 0.01 Hz).

Fig. 7. Effect of radome on the LOS of antenna.

Fig. 8. Monopulse tracking test results of the monopulse error and control error (sine wave disturbance 17° 0.4 Hz and changed monopulse signal filter).
signal filter. The RMS and peak error are shown in Table 3. The control error is similar to that in the test using the previous filter. However, the monopulse error is 2.5 times smaller than the RMS and a 3.5 times lower peak error is found. These results confirm that the antenna using the new monopulse signal processing filter can track the satellite more accurately than the antenna with the previous filter.

V. CONCLUSION

A Satcom antenna on a moving platform points to a geosynchronous satellite and communicates through it. Moving platforms are subject to vibration by external disturbances when they move. According to the disturbance data of the platform, an antenna control test is conducted for the disturbances. A way to change the antenna heading error from ground coordinates to antenna coordinates is suggested through the test. Accordingly, delay is decreased and the performance of the antenna control is enhanced by changing the monopulse signal processing. The antenna shows 2.5 times better control performance than before. Overall, this study provides a better understanding of monopulse antenna systems on the move.
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I. INTRODUCTION

Conventional indirect-fed magnetic resonant coupling wireless power transfer (MR-WPT) systems consist of four resonators in the following order: source loop, transmitter (Tx) coil, receiver (Rx) coil, and load loop [1]. Spiral-shaped coils (Tx and Rx) are located between the source and load loops for strong magnetic coupling. In indirect-fed MR-WPT systems, the Tx part consists of the source loop and the Tx coil, while the Rx part consists of the load loop and the Rx coil. Most user experiences indicate that in practical applications, it is difficult to use strongly-coupled magnetic resonance wireless charging system [2, 3]. This is mainly because of the large volume of the Rx part and the spatial restrictions of the Tx and Rx coils. Therefore, an L-shape structure, which is the orthogonal arrangement of the Tx and Rx parts, is proposed for indoor environment applications, such as at an L-shaped wall or desk. The relatively large Tx part and Rx coil can be installed in the wall and the desk, respectively, while the load loop is embedded in the small stationary or mobile devices. The transfer efficiency (TE) of the proposed system was measured according to the transfer distance (TD) and the misaligned locations of the load loop. In addition, we measured the TE in the active/non-active state and monitor-open/closed state of the laptop computer. The overall highest TE of the L-shape MR-WPT was 61.43% at 45 cm TD, and the TE decreased to 27.9% in the active and monitor-open state of the laptop computer. The conductive ground plane has a much higher impact on the performance when compared to the impact of the active/non-active states. We verified the characteristics and practical benefits of the proposed L-shape MR-WPT compared to the typical MR-WPT for applications to L-shaped corners.

Key Words: L-Shape, Laptop Applications, Magnetic Resonance, Transfer Efficiency, Wireless Power Transfer.
In this work, we explore an L-shaped MR-WPT system for applications in “L” shaped corners, such as at a wall or a desk in an indoor environment. The Tx and Rx parts are orthogonal to each other, and hence the term “L-shape”.

The concept of the proposed structure is “easy application in many places”. Fig. 1(a) shows the L-shape MR-WPT. The typical MR-WPT consists of four resonators. The order of arrangement of the resonators in MR-WPT does not experimentally affect the TE [4, 5]. Therefore, the order of the arrangement of the load loop could be varied without TE changes in typical MR-WPT systems for practical applications. However, the rearranged Out-In MR-WPT shown in Fig. 1(b) has a spatial limitation for the Tx and Rx coils [5]. Electronic devices including a load loop must be placed between the Tx and Rx coils. Therefore, the system shown in Fig. 1(c) is proposed to solve this problem of the spatial limitation and to apply this system to L-shaped corners of the wall or at desks in an indoor environment. The proposed structure is basically modified from the Out-In MR-WPT as follows [5]: source loop - Tx coil - Load loop - Rx coil. In real applications, the large sized Tx part (Tx coil and source loop) and the Rx coil of the Rx part can be located in the wall and the desk, respectively, while the load loop of the Rx part is embedded in the stationary or mobile devices.

In measurement of the TE, three kinds of load loops according to the shape (circle and rectangle) and thickness (0.5 cm for wire and 1.0 cm for pipe) of the load loop for the performance comparison in practical laptop applications are tested. The TE is measured according to the TD, and it is also measured according to the misaligned location of the load loop on the Rx coil. In addition, for comparison of the practical performance according to the states of a laptop computer, we measured the TE in the active/non-active states and monitor-opened/closed states of the laptop computer. It is noted that the active/non active states of the laptop computer mean power on/off.

Section II describes the design and the fabrication of the proposed system. Thorough experiments and in-depth analysis are conducted, for comparing TEs in various use cases as described in Section III. The conclusion of this work is made in Section IV.

II. DESIGN AND CONFIGURATION OF THE L-SHAPE MR-WPT

The proposed L-shape MR-WPT is modified from the Out-In MR-WPT [5]. Cross-coupling value between Tx coil and load loop was neglected for simplicity because the value is low [6]. Fig. 2 shows the structure and configuration of the proposed system. Distance A is TD, which is defined as the distance from centers of the Tx and Rx coils. Distance B is the height of the load loop from the Rx coil. Distance A is adjusted by two parameters. One is the height of the Tx part from the Rx coil, i.e., distance C, while the other is the distance between the Tx part and the Rx coil, i.e., distance D.

The source loop is excited by input power of 0 dBm. A magnetic field is generated around the source loop. Then, there is mutual inductance between the source loop and the Tx coil. Similarly, there is mutual inductance between the Tx and Rx coil as well. Finally, the power is transferred to the load loop by the mutual inductance between the Rx coil and the load loop.

The Rx coil and the load loop in the Rx part are vertical to the Tx part and parallel to the floor in the L-shape MR-WPT. The resonators, loops, and coils are fabricated using 1.0-cm-thick copper pipe. The source loop is a circular structure with a 40 cm diameter. The Tx and Rx coils are designed with the same-sized spiral coils. The outer circle is 60 cm, and the pipe is wound for 5 turns with a 1.5-cm pitch. A 6-pF capacitor is connected at the ends of coils to resonate at the operating frequency.
As shown in Fig. 3, there are three load loops with dimension combinations of two thicknesses and two shapes in the L-shape MR-WPT. One load loop, which is the control group, is a circular loop (CL) made with 1.0-cm-thick pipe. The CL is designed as a full-size replica of the source loop. The Tx and Rx parts in MR-WPT with the CL are symmetrical configurations. The other two load loops are fabricated from 1.0-cm-thick copper pipe and 0.5-cm-thick copper wire, and are designed using the same sized rectangular loops as those of a laptop computer, i.e., 24.5 cm × 39 cm. These load loops are referred to as rectangular pipe loop (RPL) and rectangular wire loop (RWL). The total length of the rectangular and circular loops is about 127 cm. With these two different shapes, we can determine the effect of the shape of the resonator on the magnetic coupling with the nearest one. Table 1 shows the simulated RLC values for each resonator. The equivalent circuit for the L-shape is usually expressed using RLC values. The equivalent circuit of L-shape MR-WPT is similar to that of Out-In MR-WPT [4, 5]. All loops and coils were connected with capacitors, resulting in the wanted resonance frequency of 6.96 MHz. The capacitance values in Table 2 were calculated to have the same resonance frequency after extracting the inductances of the coils using a three-dimensional full-wave electromagnetic wave simulator.

### III. RESULTS OF MEASUREMENTS AND SIMULATION

#### 1. Measurement and Simulation of the L-shape MR-WPT

In the measurements, we compared the TE of the L-shape MR-WPT with that of the Out-In MR-WPT at the same TD, i.e., distance A [5]. The effects of the thickness and shape of the load loop on the TE of the MR-WPT are investigated. The trends of the TE of the L-shape MR-WPT with three load loops with respect to the TD are analyzed using the simulation and measurement results. We also investigated the trends of the TE of the L-shape MR-WPT when the load loop is misaligned from the center position at the optimized height. In addition, we verified the TE change in the monitor opened/closed states and active/non-active states of a laptop computer.

In these experiments, the source loop, Tx coil, and Rx coil described in Section II were fixed resonators in the fabricated MR-WPT. There are two variables in the measurement of transmission of the scattering parameter (S_{21}) in Fig. 1(b). One is TD, i.e., distance A. The measurement was conducted at TD values of 45 cm, 55 cm, 65 cm, and 75 cm. To set up the four TDs mentioned above, we keep distance C constant when distance D is variable. The other variable is distance B.

The measurement was conducted at distance B values of 0 cm, 10 cm, and 20 cm. When the distance A is varied, the distance D is arbitrarily chosen. The distance between the source loop and the Tx coil was moved to match the impedance for the highest TE. The TE is calculated from the Eq. (1) using S_{21} measured by a vector network analyzer (VNA; Agilent E5071B). The equation for the relationship between TE and S_{21} is given in Eq. (1) for the TE of the MR-WPT [6, 7].

$$\eta = \frac{P_{\text{output}}}{P_{\text{input}}} = \frac{V_{\text{load}}^2 / (R_{\text{load}} + R_{\text{output}})}{V_{\text{source}}^2 / \{4(R_{\text{source}} + R_{\text{input}})\}} = |S_{21}|^2 \quad (1)$$

The TE were calculated using the resistance (R) of the resonator, input impedance (R_{input} = R_{output} = 50 \) Ω, and input voltage (V_{source}). By measuring the S_{21} using the VNA, one can calculate the TE for the MR-WPT.

As shown in Table 3, the highest TE of the system with the CL was 64.48% at distance A of 45 cm and distance B of 0 cm. In the case of the system with the RPL, the highest TE was 61.43%, as shown in Table 3. There was about a 3.05% difference between the system with the CL and the RPL in terms of the TE. In the case of the RWL, the TE was 61.39%, as shown in Table 3. The two TEs between the system with the RWL and the RPL were almost the same. The average resonant frequency was about 6.96 ± 0.002 MHz. The trend of TE at dis-

### Table 1. Simulated RLC values and Q-factor of coils and loops used in L-shape MR-WPT

<table>
<thead>
<tr>
<th>Resonator</th>
<th>R (Ω)</th>
<th>L (nH)</th>
<th>C (pF)</th>
<th>Q-factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source loop, CL</td>
<td>0.07</td>
<td>955.33</td>
<td>576.8</td>
<td>89.59</td>
</tr>
<tr>
<td>RPL</td>
<td>0.05</td>
<td>804.79</td>
<td>684.7</td>
<td>112.04</td>
</tr>
<tr>
<td>RWL</td>
<td>0.08</td>
<td>955.00</td>
<td>577.0</td>
<td>86.33</td>
</tr>
<tr>
<td>Tx coil, Rx coil</td>
<td>0.33</td>
<td>55,103.71</td>
<td>10.0</td>
<td>1,134.19</td>
</tr>
</tbody>
</table>

### Table 2. Capacitance values of coils and loops used in L-shape MR-WPT

<table>
<thead>
<tr>
<th>Resonator</th>
<th>Simulated value</th>
<th>Experimental value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source loop, CL</td>
<td>576.8</td>
<td>560.0</td>
</tr>
<tr>
<td>RPL</td>
<td>684.7</td>
<td>680.0</td>
</tr>
<tr>
<td>RWL</td>
<td>577.0</td>
<td>560.0</td>
</tr>
<tr>
<td>Tx coil, Rx coil</td>
<td>10.0</td>
<td>6.0</td>
</tr>
</tbody>
</table>
Table 3. Measurement results of TE of L-shape MR-WPT according to load loops (distance $C = 0$ cm)

<table>
<thead>
<tr>
<th>MR-WPT (Load loop)</th>
<th>Distance $B$</th>
<th>Transfer distance (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>45 (%)</td>
<td>55 (%)</td>
</tr>
<tr>
<td>Typical MR-WPT</td>
<td>78.71</td>
<td>73.50</td>
</tr>
<tr>
<td>L-shape MR-WPT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CL</td>
<td>64.48</td>
<td>49.21</td>
</tr>
<tr>
<td></td>
<td>49.94</td>
<td>40.85</td>
</tr>
<tr>
<td></td>
<td>26.24</td>
<td>19.48</td>
</tr>
<tr>
<td>RPL</td>
<td>61.43</td>
<td>49.10</td>
</tr>
<tr>
<td></td>
<td>40.58</td>
<td>32.35</td>
</tr>
<tr>
<td></td>
<td>17.03</td>
<td>13.00</td>
</tr>
<tr>
<td>RWL</td>
<td>61.39</td>
<td>47.70</td>
</tr>
<tr>
<td></td>
<td>38.48</td>
<td>31.04</td>
</tr>
<tr>
<td></td>
<td>17.00</td>
<td>12.29</td>
</tr>
</tbody>
</table>

Tance $C$ of 0 cm is shown in Fig. 4. With a decrease in distance $A$ and distance $B$, the TE increases.

Quantitative comparisons of the TEs are carried out for the Out-In MR-WPT and the L-shape MR-WPT, as shown in Fig. 4. The two configurations are identical except for a right angle of the two parts. When the $CL$ is the same size, i.e., 40 cm, the TEs for the Out-In and L-shape MR-WPTs were 78.41% and 64.48%, respectively [5]. This difference, 13.93%, is attributed to the decrease in magnetic coupling between the Tx and Rx coils [8, 9]. The shape and thickness of the load loop, such as the RPL or the RWL, do not affect the TE of the L-shape MR-WPT.

The TEs of the systems with three kinds of the load loops are plotted in Fig. 5. The system with the CL operates best at the

\[ Q = \frac{\omega L}{R} \]  

(2)

The resistance of the bent part of the rectangular loop is relatively higher than any other parts [10]. This affects the Q-factor of RPL and RWL according to Eq. (2), but the decreasing Q-factor is not enough to decrease $S_{21}$.

2. Measurement and Simulation of the Practical Applications

During use, the laptop computer could be laid on a misaligned location from the center on the Rx coil. This can cause a decrease in the TE. Depending on the misaligned distance of the load loop on the Rx coil, the magnitude of magnetic coupling in the L-shape MR-WPT can be changed. Note that for the wireless charging product, the optimal locations for the load loop and the Rx coil should be designed such that the TE is the highest. To verify the TE for various locations that a stationary-type electronic device can be laid, the horizontal position on the plane of the Rx coil was divided into 25 square unit sections, as shown in Fig. 6(a). When the center of the RPL matched with the center of the arbitrary square unit section, the $S_{21}$ was measured for the specific formation of the L-shape MR-WPT. Dis-
Fig. 6. TE changes by misalignment of load loop. (a) Measurement method and (b) 3D-distribution of TEs of L-shape MR-WPT.

Fig. 7. Simulation results of H-field distribution of L-shape MR-WPT according to phase differences of H-field. (a) 90°, (b) 180°, and (c) 270°.

Fig. 8. Simulation results of the H-field distribution of L-shape MR-WPT. (a) H-field at phase 180° and (b) detailed H-field at junction.

Fig. 9. Photographs and TEs of L-shape MR-WPT in practical laptop applications. (a) Without laptop computer, (b) monitor closed and non-active, (c) monitor opened and non-active, and (d) monitor open and active.

In this paper, we analyzed the proposed MR-WPT system with L-shape configurations for applications to the stationary or mobile devices. The electromagnetic field distributions and TEs of the proposed L-shape MR-WPT were simulated and measured. Results show that the TE of the L-shape MR-WPT is 64.48%, which is at least 13.93% lower than that of the Out-In MR-WPT because the mutual inductance is decreased due to the concentration of the magnetic resonant coupling at the junction between the Tx and Rx coils. The shape of the load loop does not affect the TEs of the MR-WPT. As distances \( A, B, C, \) and \( D \) increase, the TEs decrease. In addition, the active/non-active states of the laptop computer do not have much effect on the magnetic resonant coupling between the Tx and Rx parts. This result shows that the conductive ground plane areas is inversely proportional to the height difference of the coils. Therefore, this trend was common under most conditions of the L-shape MR-WPT including other load loops.

In addition, there are typically two electrical grounds, namely the display panel in the monitor frame and the circuit board in main frame. The conductive ground planes affect the magnetic field and coupling coefficient according to the position of laptop computer. To verify the effect of the conductive ground plane on the TE, a laptop-sized RPL was attached to the bottom of the laptop. As shown in Fig. 9, distance \( C \) was 0 cm, and the laptop computer with the load loop was placed over 10 cm from the Rx coil. These experiments showed that electronics such as the display panel and electronic circuit board, prevent the magnetic coupling. The laptop computer with the conductive ground plane affects the magnetic coupling in the proposed system. When the laptop computer was opened, the TE decreased from 32.6% to 28.0%. In contrast, in the active/non-active state of the laptop, there is not much effect on the magnetic coupling of the L-shape MR-WPT. This result shows that the conductive ground plane has a greater impact on the electromagnetic performance than the active/non-active states.

IV. CONCLUSION

In this paper, we analyzed the proposed MR-WPT system with L-shape configurations for applications to the stationary or mobile devices. The electromagnetic field distributions and TEs of the proposed L-shape MR-WPT were simulated and measured. Results show that the TE of the L-shape MR-WPT is 64.48%, which is at least 13.93% lower than that of the Out-In MR-WPT because the mutual inductance is decreased due to the concentration of the magnetic resonant coupling at the junction between the Tx and Rx coils. The shape of the load loop does not affect the TEs of the MR-WPT. As distances \( A, B, C, \) and \( D \) increase, the TEs decrease. In addition, the active/non-active states of the laptop computer do not have much effect on the magnetic resonant coupling between the Tx and Rx parts. This result shows that the conductive ground plane
has a much greater impact on the electromagnetic performance than the active/non-active states of the laptop computer. Although reconfiguration of the MR-WPT caused some performance degradation, the proposed system is highly applicable when considering indoor structures such as L-shaped corner, as compared to the typical and Out-In MR-WPT.
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I. INTRODUCTION

The development of a 5G system has been begun recently to obtain higher data rates. The standardization activity of 5G is expected to be available in the early 2020s. Compared with a 4G system, the 5G system uses millimeter-wave bands, which are a challenging requirement in the design of an antenna in 5G mobile systems. As the mobile industry looks toward scaling up into the millimeter spectrum, carriers are likely to use the 28, 38, and 73 GHz bands that will become available for future technologies [1–3].

Microstrip antennas have become attractive for use in mobile applications. This antenna has attracted much interest because of its low profile (i.e., compact size), light weight, low cost mass production, and ease of installation. However a major limitation in its application is its narrow bandwidth. The technique that has been used extensively for increasing bandwidth is stacked patches, in which a parasitic element is placed vertically over the lower patch. A microwave antenna that introduces a U-slot or slit into a rectangular radiating patch is a simple and efficient method for obtaining the desired compactness and multiband and broadband properties, as this shape radiates electromagnetic energy efficiently. This design avoids the use of stacked or parasitic patches, and etching U-slot on the patch is simple [4–7].

A 28-GHz Wideband 2×2 U-Slot Patch Array Antenna

Nanae Yoon • Chulhun Seo*

Abstract

In this study, a 28-GHz U-slot array antenna for a wideband communication system is proposed. The U-slot patch antenna structure consists of a patch, two U-shaped slot, and a ground plane. With the additional U-slot, the proposed antenna has around 10% of bandwidth at −10 dB. To increase gain, the U-slot antenna is arrayed to 2×2. The proposed antenna is designed and fabricated. The 2×2 array antenna volume is 41.3 mm × 46 mm × 0.508 mm. The proposed antenna was measured and compared with the simulation results to prove the reliability of the design. The bandwidth and gain of the measurement results are 3.35 GHz and 13 dBi, respectively and the operating frequency is around 28 GHz.

Key Words: 28 GHz, 5G, Antenna, U-Slot, Wideband.
respectively. The bottom plane is ground. The U-slot patch introduces an additional resonance frequency [9-10]. Therefore, for ease of control frequency, the antenna with two U-slots is selected. The substrate of the antenna is a Rogers RT/Duroid5880, which has permittivity of 2.2. The dimensions of the conventional antenna and proposed structure are the same to 12 mm $\times$ 12 mm $\times$ 0.508 mm. The rectangular patch sizes are different. The conventional patch size is 4.2 mm $\times$ 3.2 mm and the proposed patch size is 6 mm $\times$ 4 mm. The slot thickness of proposed antenna is 0.3 mm. As the operating frequency is high, it needs to be designed with a simple structure; therefore, a microstrip feeding line is used. The antennas are simulated using the ANSYS HFSS EM simulator. Fig. 2 illustrates the characteristic of the S-parameter simulation results. The black and blue dash lines represent the $S_{11}$ of the conventional antenna and the one-U-slot patch antenna, respectively. The red solid line is the $S_{11}$ of the proposed antenna. Consequently, the proposed two-U-slot structure obtains a wide bandwidth. The one-U-slot structure has a dual-band frequency. However, as our purpose is to obtain a wide bandwidth, we consider the two-U-slot structure. The proposed structure with two U-slots has a 27.5–31.44 GHz bandwidth, which is approximately 13.36% bandwidth (3.94 GHz) with a center frequency of 29.47 GHz. Fig. 3 shows the simulation results of the radiation pattern. To compare the gain, we indicate the radiation pattern of all structures at the same frequency of 28 GHz. The proposed structure has the highest gain. Comparing the conventional with the proposed structure, the proposed patch size is larger than the conventional one. However, it increases to around 1.8 times more than the conventional patch. The proposed structure has a wider bandwidth than and the highest gain among the three antennas with the same size. Table 1 compares the proposed and conventional antennas. The proposed antenna has a higher

Table 1. Comparison between single and array antennas

<table>
<thead>
<tr>
<th></th>
<th>Conventional</th>
<th>1 slot</th>
<th>2 slots</th>
<th>2×2 simulation</th>
<th>2×2 measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patch size (mm)</td>
<td>4.2 × 3.2</td>
<td>6 × 4</td>
<td>6 × 4</td>
<td>6 × 4</td>
<td>6 × 4</td>
</tr>
<tr>
<td>Center frequency (GHz)</td>
<td>28.01</td>
<td>27.42 / 32.24 (Dual-band)</td>
<td>29.47</td>
<td>29.01</td>
<td>28.43</td>
</tr>
<tr>
<td>Bandwidth (%)</td>
<td>4.93</td>
<td>5.54 / 2.48 (Dual-band)</td>
<td>13.37</td>
<td>14.27</td>
<td>11.8</td>
</tr>
<tr>
<td>Gain @28 GHz (dBi)</td>
<td>7.71</td>
<td>7.89</td>
<td>8.57</td>
<td>14.30</td>
<td>13</td>
</tr>
</tbody>
</table>
Fig. 3. Simulation result of the single-patch antenna (radiation pattern): (a) conventional, (b) one-U-slot, and (c) two U-slots.

To increase the gain, the proposed antenna is arrayed to $2 \times 2$ as shown in Fig. 4. Each patch distance is greater than the half wavelength because of the reduced mutual coupling effect. The $S$-parameter and radiation pattern simulation results are presented in Fig. 5 [11-14]. The simulation result shows that the bandwidth is 26.94–31.08 GHz (14.27%), and the radiation pattern result indicates a gain of 14.30 dBi. The array antenna has the characteristic of a wide bandwidth. The gain increased to 6 dB because the antenna is arrayed to $2 \times 2$.

III. EXPERIMENT

Fig. 6(a) and (b) show the fabricated proposed structure its measurement setup, respectively. For measuring, the port is connected. The proposed antenna is measured using a network analyzer and a far-field antenna chamber. The measurement results are presented in Fig. 7. Fig. 7(a) illustrates the $S$-parameter with the simulation result. The bandwidth obtained is 11.8%. As shown in Fig. 7(b), the radiation pattern of the proposed antenna is about 13 dBi. Table 1 compares the simulation and measurement results. A good agreement is observed between simulated and the measured results.

IV. CONCLUSION

This study proposes two $2 \times 2$ U-slots array patch antenna for...
Fig. 6. Fabrication and measurement of the $2 \times 2$ U-slot patch array antenna: (a) fabrication and (b) measurement setup.

Fig. 7. Measurement results of the proposed antenna: (a) $S$-parameter and (b) radiation pattern.

a wide band communication application. The operating fre-

quency is around 28 GHz for a 5G system candidate. Com-
pared with the conventional and one-U-slot antenna, the pro-
posed antenna has a wide bandwidth of 11.8% and high gain of 13
dBi. This antenna is an ideal candidate for 5G mobile system

applications.
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New Configuration of a PLDRO with an Interconnected Dual PLL Structure for K-Band Application

Yuseok Jeon1,* ∙ Sungil Bang2

Abstract

A phase-locked dielectric resonator oscillator (PLDRO) is an essential component of millimeter-wave communication, in which phase noise is critical for satisfactory performance. The general structure of a PLDRO typically includes a dual loop of digital phase-locked loop (PLL) and analog PLL. A dual-loop PLDRO structure is generally used. The digital PLL generates an internal voltage controlled crystal oscillator (VCXO) frequency locked to an external reference frequency, and the analog PLL loop generates a DRO frequency locked to an internal VCXO frequency. A dual loop is used to ease the phase-locked frequency by using an internal VCXO. However, some of the output frequencies in each PLL structure worsen the phase noise because of the N divider ratio increase in the digital phase-locked loop integrated circuit. This study examines the design aspects of an interconnected PLL structure. In the proposed structure, the voltage tuning; which uses a varactor diode for the phase tracking of VCXO to match with the external reference) port of the VCXO in the digital PLL is controlled by one output port of the frequency divider in the analog PLL. We compare the proposed scheme with a typical PLDRO in terms of phase noise to show that the proposed structure has no performance degradation.

Key Words: Analog PLL, Digital PLL, Dual-Loop, Front-End, Phase-Locked PLL, PLDRO.

I. INTRODUCTION

In microwave communication systems that require high-capacity data transmission such as satellites’ base station systems and electronic warfare (EW), the local oscillators at the transmitter/receiver terminals should maintain the characteristics of low phase noises and excellent spectral purity [1].

As the frequency resources of C, S, and Ku bands for such microwave communication systems have already been saturated, frequency resources should be developed in the K and Ka bands, which are quasi-millimeter wave bands (18–40 GHz) [2].

Digital modulation systems are used to transmit high-capacity data at high speeds using the K band. In particular, in the case of phase modulation systems, the oscillator characteristics of high-stability and low-phase noises are required because the frequency stability and phase noise characteristics have major effects on the beat error ratio characteristics [3]. In the fields of radars and electronic warfare, precise frequencies up to several MHz or several hundred kHz (e.g., 9.625xx GHz) are required for oscillators instead of integer multiples of the external reference frequency.

Satellite communication base stations and EW systems require the characteristics of the in-band phase noises of the local oscillators of microwave communication systems, which use the Ka-band or millimeter bands not to exceed −70 dBc/Hz at the offset frequency of 1 kHz and −90 dBc/Hz at the offset fre-
quency of 100 kHz according to the center frequency specified by IESS-308. Therefore, phase-locked dielectric resonator oscillators (PLDROs) are widely used to satisfy the required standards [4].

In the case of existing PLDROs, the internal voltage controlled crystal oscillator (VCXO) frequency is phase-locked at the external reference frequency in the primary digital phase-locked loop (PLL) circuit, and the phase-locked VCXO frequency and the DRO output frequency are phase-locked and used in sequence in the secondary analog PLL circuit. In this case, if the internal VCXO frequency is not an integer multiple (e.g., 96 MHz) of the external reference frequency (10 MHz) but a complicated frequency (e.g., 96.25 MHz), the comparison frequency will become smaller when the phase is compared in the phase detector (PFD) of the integer phase-locked loop integrated circuit (PLLIC). Accordingly, the divider ratio of the PLLIC increases, thus resulting in bad phase noise characteristics.

To output precise frequencies, two loops (digital PLL and analog PLL) are used together for each change in frequency. In this case, the divider ratio of the PLLIC of the digital PLL circuit for primary phase comparison with the external reference frequency (10 MHz) increases and leads to bad phase noise characteristics in the in-band loop bandwidth of the analog PLL circuit (final output frequency) [5–7].

The proposed PLDRO is in a new structure in which no phase noise deterioration occurs in the analog loop filter band, and the output frequency can be freely adjusted. Recently, precision to several hundred kHz (e.g., 9.625xx GHz) has been required as the center frequency of local oscillators in accordance with the requirements of communication systems.

A design equation for the proposed PLL structure was derived and presented in this study.

The output frequency of the DRO was coupled and made to pass through the frequency divider and the phase was directly compared with that of the external reference frequency (10 MHz) in the PLLIC. Then, the error voltage that corresponds to the phase difference was made to pass through the loop filter to control the voltage tuning (VT) terminal of the VCXO, which is not a subject of the direct comparison. Fig. 1 shows the block diagram of the proposed PLDRO structure.

II. CIRCUIT TOPOLOGY

The concept of the proposed PLDRO is configured as an interconnected dual-loop PLL structure, in which a digital PLL and an analog PLL are interconnected. The proposed PLDRO is designed so that the phase error voltage resulting from the phase comparison between the reference frequency input and the output frequency of the VCDRO controls the VT terminal of the VCXO, which is not a subject of the direct comparison.

Fig. 2 shows the block diagram of the general PLDRO for the independent PLL loop flow. The increase in the $N$ divider ratio is related to the complex frequency of the VCXO (96.25 MHz), as the phase should be compared with the external reference in the digital PLL configuration. Fig. 3 presents the block diagram of the proposed PLDRO for the PLL loop flow.

The phase of the output frequency of the VCDRO divided by four and that of the external reference frequency (10 MHz) are directly compared with the PFD to output the error voltage, which corresponds to the phase difference between the two signals. The error voltage controls the VT terminal of the VCXO, which is not a subject of direct phase comparison, through the secondary manual loop filter, which has the characteristics of low-pass filters. Thereafter, the controlled VCXO controls the
VCDRO, and the error voltage is obtained through the phase comparison with the harmonics multiplied 25 times in the sampling phase detector (SPD) through the analog loop filter.

Then, the output frequency of the VCDRO that corresponds to the phase error voltage is inputted into the phase detector of the PLLIC, and the above process is repeated until the VCXO comes under the in-phase condition. This way, as the phase is compared with the output frequency of the VCDRO instead of the integer multiple of the external reference frequency (10 MHz), only the VCXO, which is a subject of the PLL circuit, is followed, and the deterioration of phase noises resulting from the increase in the divider ratio does not occur within the analog PLL bandwidth. That is, by changing only the frequency of the VCXO, the output frequency of the PLDRO can be freely implemented to the precise frequencies of several hundred kHz.

As shown in Eq. (1), the output frequency is as follows:

\[ f_{\text{output}} = (PXM)f_{\text{VCXO}}, \]

where \( P \) is the divider ratio (4) of the pre-scaler, \( f_{\text{VCXO}} \) is the output frequency (96.25 MHz) of the internal VCXO, and \( M \) is the number of multiplication (25) of the SPD. The secondary passive loop filter of the digital PLL of the proposed PLDRO shown in Fig. 1 is presented in Fig. 4. The impedance transfer function is as follows:

\[ Z(s) = \frac{1 + s\tau_2}{sC_2(1 + s\tau_1)}, \quad \tau_1 = \frac{RC_2}{C_2}, \quad \tau_2 = RC_1 \]  

where \( K_\phi \) is the phase detector gain (V/rad), \( K_{\text{VCXO}} \) is the VCXO gain (Hz/V), \( \omega_c \) is the loop bandwidth, and \( N \) is the divider ratio, which is a value obtained by dividing the VCXO frequency by the comparison frequency (PFD).

The secondary active loop filter of the analog PLL of the proposed PLDRO shown in Fig. 1 is presented in Fig. 5. The transfer function is as follows:

\[ F(s) = \frac{s^2 + \omega_0^2}{\tau_2s^2 + \tau_1s + 1}, \quad \tau_1 = R_1C, \quad \tau_2 = R_2C \]

The components that contribute to the noises inserted into the interconnected dual-loop PLLs of the proposed PLDRO structure are shown in Fig. 6. The noise term variables are as follows:

- \( \phi_{\text{ref}} \): Reference VCXO phase noise
- \( \phi_{\text{div}} \): Reference divider or SRD phase noise
- \( \phi_{\text{tot}} \): Total output phase noise
- \( \phi_{\text{pre}} \): Pre-scaler divider phase noise
- \( \phi_{\text{DRO}} \): DRO phase noise
- \( V_{\text{PD}} \): Phase detector phase noise
- \( V_{\text{LPF}} \): Loop amplifier phase noise

The phase noise in the PLDRO final output is derived by Eq. (5):

\[ \phi_{\text{out}} = \left( \left( \frac{\phi_{\text{ref}}}{N} + \phi_{\text{div}} \right) + \left( \phi_{\text{pre}} + \phi_{\text{DRO}} \right) \right) K_{\text{DRO}} + V_{\text{PD}} + V_{\text{LPF}} \nabla \left( H(s) \right) \frac{K_{\text{VCXO}}}{s} \phi_{\text{VCXO}}, \]

where \( K_{\text{DRO}} \) is the VC-DRO modulation sensitivity (radians/second per volt), \( K_{\text{PD}} \) is the PD or SPD output sensitivity (volts per radian), and \( H(s) \) is the loop filter transfer function.
\( N \) is the DRO divider ratio
\( M \) is the reference divider ratio

Eq. (5) shows that the loop filter transfer function \( H(s) \) is connected to individual noise sources in the analog PLL loop band except for the free-running phase noise of the DRO. In particular, the phase noise characteristics of the VCXO corresponding to the internal reference frequency in the analog PLL circuit directly affect the phase noises in the loop filter band. That is, if the phase noise characteristics of the VCXO are poor, the final output phase noise will be poor in the PLL loop band [8].

How the digital PLL circuit affects the phase noise of the VCXO, which is not a subject of direct phase comparison, is examined in Section III-1, and the phase noise of the final output (analog PLL circuit) is analyzed in Section III-2.

1. Analysis of the Phase Noise of the Digital PLL Circuit

The overall phase noise of the digital PLL is as follows (Table 1):

\[
\text{Total PN} = 10 \cdot \log_{10} \left( \frac{\text{VCXO phase noise}}{N} + \frac{\text{PD phase noise}}{N} + \frac{\text{Reference multiply phase noise}}{N} \right). \tag{6}
\]

Eq. (6) obtains the final output phase noise of the digital PLL circuit. The characteristics of the individual components are as follows:

The phase noise of the VCXO output under No. 1 is the value after passing the high pass attenuation of the passive loop filter. The phase noise of the reference output under No. 2 is the value after an increase by the \( N \) divider ratio. This value is one (3850) set in the PLLIC but a value (9.625) obtained by dividing the VCXO frequency by the external reference frequency followed by passing the low pass attenuation by the passive loop filter. The phase noise of the pre-scaler output under No. 3 is a value after passing the low pass attenuation by the passive loop filter. The phase noise of the phase detector output under No. 4 can be calculated by Eq. (7), followed by passing through the low pass attenuation by the passive loop filter.

Close-in phase noise =

\[
\text{PLLIC's noise floor} - 10 \cdot \log_{10} \left( \text{PFD} \right) - 20 \cdot \log_{10} \left( N \right), \tag{7}
\]

where PFD is the phase frequency detector, and \( N \) is the divider and pre-scaler ratio of the digital PLLIC.

The results of the calculation of the above equation using Excel are as shown in Table 1. As the VCXO in the digital PLL circuit is not included in the closed loop PLL route regardless of the increase in the number of \( N \) the divider ratio, the pure phase noise characteristics of VCXO can be maintained outside the loop filter band without affecting the phase noise. The phase noise values in the digital PLL circuit calculated as such are \(-138.6\) dBc/Hz and \(-148.9\) dBc/Hz at 1 kHz and 10 kHz offset frequencies for 96.25 MHz, respectively.

2. Analysis of the Phase Noise in the Final Output (Analog PLL Circuit)

The overall phase noise of the analog PLL (Table 2) is as follows:

\[
\text{Total PN} = 10 \cdot \log_{10} \left( \frac{\text{DRO phase noise}}{M} + \frac{\text{PD phase noise}}{M} + \frac{\text{Reference multiply phase noise}}{M} \right). \tag{8}
\]

The phase noise of the final output is calculated by Eq. (8). The characteristics of the individual components are as follows:

The phase noise of the DRO output under No. 1 is the value after passing the high pass attenuation by the active loop filter. The phase noise of the reference output under No. 2 is the phase noise of the VCXO, which is the value after passing the high pass attenuation by the active loop filter. The phase noise of the reference output under No. 2 is the phase noise of the DRO, which is the value after passing the high pass attenuation by the passive loop filter.

Table 1. Phase noise calculation for the proposed PLDRO (digital PLL)

<table>
<thead>
<tr>
<th>Digital PLL (VCXO) 96.25 MHz PLVCXO</th>
<th>BW (kHz)</th>
<th>PFD (MHz)</th>
<th>( f_0 ) (GHz)</th>
<th>( N )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>10</td>
<td>100</td>
<td>1,000</td>
<td>1.0E+04</td>
</tr>
<tr>
<td>0.09625</td>
<td>9.625</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Frequency [Hz] @ OFFSET</th>
<th>VCXO phase noise</th>
<th>Reference phase noise</th>
<th>Pre-scaler phase noise</th>
<th>PD phase noise</th>
<th>High Pass Attenuation (LF)</th>
<th>Low Pass Attenuation (LF)</th>
<th>Reference multiply</th>
<th>No.1 VCXO output</th>
<th>No.2 Reference output</th>
<th>No.3 Pre-scaler output</th>
<th>No.4 Phase detector output</th>
<th>Total phase noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>-88</td>
<td>-108</td>
<td>-135</td>
<td>-125.3</td>
<td>20.0</td>
<td>0.0</td>
<td>-88.3</td>
<td>-108.0</td>
<td>-115.0</td>
<td>-140.0</td>
<td>-149.0</td>
<td>-148.6</td>
</tr>
<tr>
<td>100</td>
<td>-115</td>
<td>-140</td>
<td>-145</td>
<td>-125.3</td>
<td>0.0</td>
<td>0.0</td>
<td>-113.6</td>
<td>-115.0</td>
<td>-140.0</td>
<td>-140.0</td>
<td>-149.0</td>
<td>-148.9</td>
</tr>
<tr>
<td>1,000</td>
<td>-140</td>
<td>-150</td>
<td>-145</td>
<td>-125.3</td>
<td>0.0</td>
<td>0.0</td>
<td>-138.6</td>
<td>-140.0</td>
<td>-140.0</td>
<td>-140.0</td>
<td>-149.0</td>
<td>-148.9</td>
</tr>
<tr>
<td>1.0E+04</td>
<td>-149</td>
<td>-155</td>
<td>-148</td>
<td>-125.3</td>
<td>0.0</td>
<td>0.0</td>
<td>-148.9</td>
<td>-155.0</td>
<td>-155.0</td>
<td>-155.0</td>
<td>-155.0</td>
<td>-160.0</td>
</tr>
<tr>
<td>1.0E+05</td>
<td>-160</td>
<td>-155</td>
<td>-148</td>
<td>-125.3</td>
<td>0.0</td>
<td>0.0</td>
<td>-160.0</td>
<td>-155.0</td>
<td>-155.0</td>
<td>-155.0</td>
<td>-155.0</td>
<td>-160.0</td>
</tr>
<tr>
<td>1.0E+06</td>
<td>-160</td>
<td>-155</td>
<td>-148</td>
<td>-125.3</td>
<td>0.0</td>
<td>0.0</td>
<td>-160.0</td>
<td>-155.0</td>
<td>-155.0</td>
<td>-155.0</td>
<td>-155.0</td>
<td>-160.0</td>
</tr>
</tbody>
</table>
by the $N$ divider ratio—a product of the number of multiplication (25) of the SRD in the SPD and the divider ratio (4) of division by four, followed by the low pass attenuation by the active loop filter. The phase noise of the pre-scaler output under No. 3 is the phase noise characteristic of the divider (1/4), which is the value after passing the low pass attenuation by the active loop filter, used separately. The phase noise of the phase detector output under No. 4 is the phase noise characteristic of the SPD, which is a value after passing the low pass attenuation by the active loop filter. The results of the calculation of the above equation using Excel are shown in Table 2.

The final phase noise values of 9.625 GHz calculated as such are −98.9 dBc/Hz and −108.8 dBc/Hz at 1 kHz and 10 kHz offset frequencies for 9.625 GHz, respectively.

If 9.625 GHz is changed into the K band (19.25 GHz) using a doubler, the phase noise values will change as follows (deteriorated by $20\log(N)$): −92.9 dBc/Hz and −102.7 dBc/Hz at 1 kHz and 10 kHz offset frequencies for 9.625 GHz, respectively.

Fig. 7 shows the results of the analysis of the phase noise of the K-band (19.25 GHz) after the multiplication of the proposed PLDRO by two. The values satisfy both the Intelsat Earth Station Standard and the IESS-308 standard. The actual results of the measurement are presented in Section IV. As shown by the results indicated in blue, in the case of the general PLDRO, if the digital PLL and the analog PLL are independently implemented, the IESS-308 standard will not be observed in the 1 kHz offset frequency because of the increase in the $N$ divider of the digital PLL circuit.

As indicated by the blue line in the general PLDRO in Fig. 7, the results of the calculation using Excel are presented in Tables 3 and 4.

The results shown in Table 5 are indicated to be worse than

Table 2. Phase noise calculation for the proposed PLDRO (analog PLL)

<table>
<thead>
<tr>
<th>Analog PLL (DRO)</th>
<th>BW (kHz)</th>
<th>PFD (MHz)</th>
<th>$F_0$ (GHz)</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.625 GHz PLDRO</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency [Hz] @ OFFSET</td>
<td>10</td>
<td>100</td>
<td>1,000</td>
<td>1.0E+04</td>
</tr>
<tr>
<td>DRO phase noise</td>
<td>-30.0</td>
<td>-50.0</td>
<td>-90.0</td>
<td>-100.0</td>
</tr>
<tr>
<td>Reference phase noise</td>
<td>-88.3</td>
<td>-113.6</td>
<td>-138.6</td>
<td>-148.9</td>
</tr>
<tr>
<td>Pre-scaler phase noise</td>
<td>-125</td>
<td>-130</td>
<td>-140</td>
<td>-150</td>
</tr>
<tr>
<td>PD phase noise</td>
<td>-125.0</td>
<td>-125.0</td>
<td>-125.0</td>
<td>-125.0</td>
</tr>
<tr>
<td>High Pass Attenuation (LF)</td>
<td>140.0</td>
<td>100.0</td>
<td>60.0</td>
<td>20.0</td>
</tr>
<tr>
<td>Low Pass Attenuation (LF)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Reference multiply</td>
<td>-48.6</td>
<td>-73.9</td>
<td>-98.9</td>
<td>-109.2</td>
</tr>
<tr>
<td>No.1 DRO output</td>
<td>-170.0</td>
<td>-150.0</td>
<td>-150.0</td>
<td>-120.0</td>
</tr>
<tr>
<td>No.2 Reference output</td>
<td>-48.6</td>
<td>-73.9</td>
<td>-98.9</td>
<td>-109.2</td>
</tr>
<tr>
<td>No.3 Pre-scaler output</td>
<td>-125.0</td>
<td>-130.0</td>
<td>-140.0</td>
<td>-150.0</td>
</tr>
<tr>
<td>No.4 Phase detector output</td>
<td>-125.0</td>
<td>-125.0</td>
<td>-125.0</td>
<td>-125.0</td>
</tr>
<tr>
<td>Proposed PLDRO’s phase noise</td>
<td>-48.6</td>
<td>-73.9</td>
<td>-98.9</td>
<td>-108.8</td>
</tr>
</tbody>
</table>

| Frequency [Hz] @ OFFSET | 19.25 GHz PLDRO PN (X2) | -42.6 | -67.9 | -92.9 | -102.7 | -110.5 | -123.5 |

Table 3. Phase noise calculation for the general PLDRO (digital PLL)

<table>
<thead>
<tr>
<th>Digital PLL (VCXO)</th>
<th>BW (kHz)</th>
<th>PFD (MHz)</th>
<th>$F_0$ (GHz)</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>96.25 MHz PLVCXO</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency [Hz] @ OFFSET</td>
<td>10</td>
<td>100</td>
<td>1,000</td>
<td>1.0E+04</td>
</tr>
<tr>
<td>VCXO phase noise</td>
<td>-88</td>
<td>-115</td>
<td>-140</td>
<td>-149</td>
</tr>
<tr>
<td>Reference phase noise</td>
<td>-108</td>
<td>-140</td>
<td>-150</td>
<td>-155</td>
</tr>
<tr>
<td>PD phase noise</td>
<td>-109.3</td>
<td>-109.3</td>
<td>-109.3</td>
<td>-109.3</td>
</tr>
<tr>
<td>High Pass Attenuation (LF)</td>
<td>20.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Low Pass Attenuation (LF)</td>
<td>0.0</td>
<td>0.0</td>
<td>20.0</td>
<td>40.0</td>
</tr>
<tr>
<td>Reference multiply</td>
<td>-56.3</td>
<td>-88.3</td>
<td>-98.3</td>
<td>-103.3</td>
</tr>
<tr>
<td>No.1 VCXO output</td>
<td>-108.0</td>
<td>-115.0</td>
<td>-140.0</td>
<td>-149.0</td>
</tr>
<tr>
<td>No.2 Reference output</td>
<td>-56.3</td>
<td>-88.3</td>
<td>-118.3</td>
<td>-143.3</td>
</tr>
<tr>
<td>No.3 Pre-scaler output</td>
<td>-135.0</td>
<td>-140.0</td>
<td>-165.0</td>
<td>-188.0</td>
</tr>
<tr>
<td>No.4 Phase detector output</td>
<td>-109.3</td>
<td>-109.3</td>
<td>-129.3</td>
<td>-149.3</td>
</tr>
<tr>
<td>Total phase noise</td>
<td>-56.3</td>
<td>-88.2</td>
<td>-117.9</td>
<td>-141.5</td>
</tr>
</tbody>
</table>
Table 4. Phase noise calculation for the general PLDRO (analog PLL)

<table>
<thead>
<tr>
<th>Analog PLL (DRO)</th>
<th>BW (kHz)</th>
<th>PFD (MHz)</th>
<th>( F_0 ) (GHz)</th>
<th>( N )</th>
<th>PD(PN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.625 GHz PLDRO</td>
<td>100</td>
<td>100</td>
<td>9.625</td>
<td>96.25</td>
<td>-125</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Frequency [Hz] @ OFFSET</th>
<th>10</th>
<th>100</th>
<th>1,000</th>
<th>1.0E+04</th>
<th>1.0E+05</th>
<th>1.0E+06</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRO phase noise</td>
<td>-30.0</td>
<td>-50.0</td>
<td>-90.0</td>
<td>-100.0</td>
<td>-120.0</td>
<td>-130.0</td>
</tr>
<tr>
<td>Reference phase noise</td>
<td>-56.3</td>
<td>-88.2</td>
<td>-117.9</td>
<td>-141.5</td>
<td>-158.0</td>
<td>-160.0</td>
</tr>
<tr>
<td>Pre-scaler phase noise</td>
<td>-125</td>
<td>-130</td>
<td>-140</td>
<td>-150</td>
<td>-150</td>
<td>-150</td>
</tr>
<tr>
<td>PD phase noise</td>
<td>-125.0</td>
<td>-125.0</td>
<td>-125.0</td>
<td>-125.0</td>
<td>-125.0</td>
<td>-125.0</td>
</tr>
<tr>
<td>High Pass Attenuation (LF)</td>
<td>140.0</td>
<td>100.0</td>
<td>60.0</td>
<td>20.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Low Pass Attenuation (LF)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>20.0</td>
</tr>
<tr>
<td>Reference multiply</td>
<td>-16.6</td>
<td>-48.6</td>
<td>-78.3</td>
<td>-101.8</td>
<td>-118.3</td>
<td>-120.3</td>
</tr>
<tr>
<td>No.1 DRO output</td>
<td>-170.0</td>
<td>-150.0</td>
<td>-150.0</td>
<td>-120.0</td>
<td>-120.0</td>
<td>-130.0</td>
</tr>
<tr>
<td>No.2 Reference output</td>
<td>-16.6</td>
<td>-48.6</td>
<td>-78.3</td>
<td>-101.8</td>
<td>-118.3</td>
<td>-140.3</td>
</tr>
<tr>
<td>No.3 Pre-scaler output</td>
<td>-125.0</td>
<td>-130.0</td>
<td>-140.0</td>
<td>-150.0</td>
<td>-150.0</td>
<td>-170.0</td>
</tr>
<tr>
<td>No.4 Phase detector output</td>
<td>-125.0</td>
<td>-125.0</td>
<td>-125.0</td>
<td>-125.0</td>
<td>-125.0</td>
<td>-145.0</td>
</tr>
<tr>
<td>General PDRO’s phase noise</td>
<td>-16.6</td>
<td>-48.6</td>
<td>-78.3</td>
<td>-101.7</td>
<td>-115.5</td>
<td>-129.5</td>
</tr>
<tr>
<td>19.25G PLDRO PN(X2)</td>
<td>-10.6</td>
<td>-42.6</td>
<td>-72.2</td>
<td>-95.7</td>
<td>-109.5</td>
<td>-123.5</td>
</tr>
</tbody>
</table>

Fig. 7. Graph of the analysis of the phase noise of the proposed PLDRO (9.625 GHz X2 = 19.25 GHz).

Table 5. Summary of Tables 3 and 4

<table>
<thead>
<tr>
<th>Offset freq.</th>
<th>10Hz</th>
<th>100 Hz</th>
<th>1 kHz</th>
<th>10 kHz</th>
<th>100 kHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digital PLL</td>
<td>-56.3</td>
<td>-88.2</td>
<td>-117.9</td>
<td>-141.5</td>
<td>-158.0</td>
</tr>
<tr>
<td>Analog PLL</td>
<td>-16.6</td>
<td>-48.6</td>
<td>-78.3</td>
<td>-101.7</td>
<td>-115.5</td>
</tr>
<tr>
<td>After X2</td>
<td>-10.6</td>
<td>-42.6</td>
<td>-72.2</td>
<td>-95.7</td>
<td>-109.5</td>
</tr>
</tbody>
</table>

those of the proposed PLDRO.

IV. FABRICATION AND MEASUREMENT

A PLDRO of 9.625 GHz was implemented on the basis of the proposed PLDRO structure. The frequency is multiplied by two so that the final output frequency is 19.25 GHz. The final output frequency is applied to the local oscillator of the K-band microwave system. In this case, a crystal oscillator of 10 MHz is used for the external reference frequency to obtain the output frequency of 9.625 GHz from the VCDRO. The set values of the individual parameters of the PLLIC are \( R = 16 \), \( \text{REF} = 10 \), and \( N = 3,850 \).

The external reference frequency 10 MHz is directly entered into the PLLIC, and the output frequency 9.625 GHz of the VCDRO is divided by four into 2,406.25 MHz. Then, one of the divided frequencies is entered into the PLLIC and another one into the SPD. The phase detector in the PLLIC compares the phase with the VCDRO, and the relevant phase error voltage is connected with the VT terminal of the VCXO. The output frequency 96.25 MHz of the VCXO is multiplied by 25 in the SRD of the SPD to generate 2,406.25 MHz harmonic signals. The phase is compared with that of the output frequency 2,406.25 MHz divided by four of the VCDRO.

As shown in Fig. 8, the VCDRO is designed in the form of a series feedback. The 50-Ω line is connected to the input terminal of the active element to select the location of the DR, therefore, the resonance conditions are formed at the resonance frequency of the dielectric resonator to obtain excellent phase noise characteristics. The VCDRO is designed to oscillate at 9.625 GHz using the BJT element and the high-Q DR (dielectric
resonator). The emitter TL2 of the BJT element is for making the transistor unstable and for output impedance matching. The collector TL1 of the BJT element determines the oscillation frequency and phase noise. The varactor diode (D1) is used to change the internal capacity value of the varactor diode using the phase error voltage output from the SPD through the active loop filter to tune the VT terminal (VT range, 0–12 V).

The analog PLL is implemented with secondary active filters and is designed to have a bandwidth of approximately 100 kHz to obtain optimum phase noise characteristics. To lock the phase, a Schmitt trigger comparator and an integrator are used as frequency acquisition and search circuits, respectively. The integer PLLIC and VCXO (96.25 MHz) with excellent phase noises are adopted for the digital PLL circuit. The doubler is multiplied using passive components, so that it can be operated in the K-band. A band pass filter is applied to remove spurious bands other than the operating frequency.

Fig. 9 shows the output power of PLDRO with +17.07 dBm at the 200 kHz span for 9.625 GHz before multiplication. Fig. 10 presents the output power of PLDRO with +14.43 dBm at the 5 GHz span for 19.25 GHz after multiplication.

The measurement results of the SSB phase noises (dBc/Hz) of the implemented PLDRO at the 9.625 GHz output frequency before multiplication by two and at the 19.25 GHz output frequency after multiplication by two are shown in Figs. 11 and 12, respectively.

The phase noises measured at a 19.25-GHz output frequency after multiplication by two are –96.5 dBc/Hz and –103.3 dBc/Hz at 1 kHz and 10 kHz offset frequencies, respectively. As shown in Table 6, the phase noises are improved by at least 22 dBc/Hz under IESS-308, which is a standard for Intelsat base stations, and the 19.25 GHz K-band after multiplication by two.

In addition, the measurement results are consistent with the

Table 6. Comparison of phase noises measured at 9.625 GHz, 19.25 GHz after multiplication, and IESS-308 standard

<table>
<thead>
<tr>
<th>Offset freq</th>
<th>100 Hz</th>
<th>1 kHz</th>
<th>10 kHz</th>
<th>100 kHz</th>
<th>10 MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.625 GHz</td>
<td>-75.2</td>
<td>-99.9</td>
<td>-109.1</td>
<td>-117.8</td>
<td>-132</td>
</tr>
<tr>
<td>19.25 GHz</td>
<td>-69.4</td>
<td>-96.5</td>
<td>-103.2</td>
<td>-113.4</td>
<td>-127</td>
</tr>
<tr>
<td>IESS-308</td>
<td>-60</td>
<td>-70</td>
<td>-80</td>
<td>-90</td>
<td>-</td>
</tr>
</tbody>
</table>

Fig. 9. Measurement results of the output power at the 9.625 GHz output frequency (before multiplication by two).

Fig. 10. Measurement results of the output power at the 19.25 GHz output frequency (after multiplication by two).

Fig. 11. Measurement results of the phase noises at the 9.625 GHz output frequency (before multiplication by two).

Fig. 12. Measurement results of the phase noises at 19.25 GHz output frequency (after multiplication by two).
phase noise values analyzed and predicted in Section III. The results demonstrate that the proposed PLDRO structure is effective.

Figs. 13 and 14 show the CAD file and photos of the inside of the proposed PLDRO actually fabricated. The left figure illustrates the digital PLL circuit and the right one shows the analog PLL circuit.

V. CONCLUSION

In the present study, a new PLDRO structure with excellent phase noise characteristics is proposed. PLDROs with low phase noises have been developed to be used as local oscillators in the field of wireless communication, in which PLDROs are installed at the front end of devices.

Based on the proposed structure, the PLDRO in the new form is designed to be used as a local oscillator of transmitter/receiver modules of microwave communication systems, such as radars and EW, without any deterioration of phase noises despite increases in the $N$ divider ratio.

The proposed PLDRO structure enables the free adjustment of output frequencies without any deterioration of phase noise characteristics. Moreover, it enables the phase locking at all frequencies regardless of the precision of the frequency of the internal VCXO.

The proposed PLDRO structure is designed in a way that the output frequency of the DRO is coupled and made to pass the divider. The phase is directly compared at the external reference frequency (10 MHz) in the PLLIC, and the error voltage corresponding to the phase difference is used to control the VT terminal of the VCXO. Therefore, the proposed structure does not cause any phase noise deterioration within the loop filter bandwidth in analog PLL circuits. The measured values of the phase noises at the K-band (19.25 GHz) after multiplying 9.625 GHz by two are –96.5 dBc/Hz and –103.3 dBc/Hz at 1 kHz and 10 kHz offsets frequencies, respectively.

This study paves the way for future studies on areas in which complicated (integer multiple of the reference frequency) output frequencies are required using the general external frequency of 10 MHz without causing phase noise deterioration.
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I. INTRODUCTION

A signal source is one of the essential circuit blocks used for high-resolution imaging or high-speed wireless communication at mm-wave and terahertz bands. However, designing a fundamental oscillator at such a high frequency remains challenging because of the limitation of transistor speed, which is usually quantified by a maximum oscillation frequency \( f_{\text{max}} \).

Instead of a fundamental oscillator, harmonic oscillators and frequency multipliers [1–4] have been widely used for signal generation at a high frequency that is close to \( f_{\text{max}} \). With the advancements in transistor technology, several frequency doublers operating at hundreds of GHz have been reported recently [5–9]. However, they mostly utilize advanced semiconductor processes, which may suffer from high cost and limited accessibility.

In this paper, we implement a G-band frequency doubler using a relatively low-cost commercial 150-nm GaAs pHEMT technology. This technology is not optimum for the doubler design because the transistor \( f_{\text{max}} \) is only 160 GHz, which is lower than the doubler operation frequency. However, the transistor topology, bias condition, and impedance matching are optimized to obtain sufficient output power at G-band. The proposed frequency doubler demonstrates the feasibility of implementing a low-cost terahertz source based on a less-advanced transistor technology.

II. G-BAND FREQUENCY DOUBLER DESIGN

To determine the optimum structure for the frequency doubler, the second-harmonic output power of three different transistor topologies, namely, common-gate (CG), common-source (CS), and cascode, are compared, as shown in Fig. 1. The input and output impedances are matched to achieve high output power and high return loss. The frequency doubler is fabricated in a commercial 150-nm GaAs pHEMT process and obtains a measured conversion gain of −5.5 dB and a saturated output power of −7.5 dBm at 184 GHz.
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in cascode power is more pronounced because the cascode transistor presents loss rather than gain beyond $f_{\text{max}}$ of the transistor. Therefore, the cascode topology is excluded in this G-band frequency doubler.

On the other hand, the output power of CG increases with frequency. At the target frequency of 220 GHz, CG generates a 2.5-dB higher output power than CS. However, it should be noted that no impedance matching is considered in the simulation of Fig. 1. Therefore, determining the optimum topology between CS and CG is not yet straightforward.

For a more practical comparison, the second-harmonic power is re-simulated while the input and output impedances are matched to 50 $\Omega$ at 110 and 220 GHz, respectively. As expected, cascode exhibits the lowest output power in Fig. 2. CS and CG generate comparable output power at a low input level. However, the saturated power of CS is considerably higher than that of CG. Although CG can benefit from a better bandwidth than CS because of wider input matching, we still choose the CS topology to obtain higher output power.

A schematic of the G-band frequency doubler is illustrated in Fig. 1. A single-stage CS structure with simple stub matching is employed to minimize the effect of device model inaccuracy at high frequency. The gate width of the transistor is determined as $2 \times 25$ $\mu$m, which yields the highest second-harmonic power at 220 GHz.

The gate bias voltage ($V_{\text{gs}}$) is also selected to maximize the second-harmonic power. Fig. 4 shows the simulated drain current at the fundamental and second-harmonic frequencies versus $V_{\text{gs}}$. The drain bias voltage ($V_{\text{dd}}$) is fixed to 1 V. The second-harmonic current has two peaks at $V_{\text{gs}} = -1.1$ V and $-0.2$ V. Although showing a higher current at 220 GHz, the peak at $V_{\text{gs}} = -0.2$ V is avoided because of its large DC power consumption and high harmonic generation. Therefore, the other peak at $V_{\text{gs}} = -1.1$ V is chosen. Furthermore, this class-B bias condition brings the advantage of zero DC power consumption when no RF input is applied.

Through a harmonic load-pull simulation, the optimum output impedance yielding the maximum second-harmonic power is obtained. The impedance turns out to be close to the conjugate matching impedance. Therefore, the output is conjugately matched at 220 GHz to achieve high output power and high return loss. The input is also conjugately matched at 110 GHz.
A radial stub is inserted into the output to suppress the fundamental component. The input and output matching network is implemented using a CPW structure, as shown in the inset of Fig. 3. Compared with a microstrip line, CPW benefits from a relatively low radiation loss and a narrow line width. The width ($W$) and spacing ($S$) for a 50-Ω characteristic impedance are 15 μm and 10.5 μm, respectively. All CPW lines are simulated using a commercial electromagnetic (EM) simulator (Agilent Momentum).

Fig. 5 shows the simulated port matching performance. The return loss at the input and output is higher than 10 dB at 110 GHz and 220 GHz, respectively. Fig. 6 shows the simulated conversion gain and fundamental suppression versus output frequency when the input power is 2 dBm. The conversion gain is −14.5 dB at 220 GHz, and the fundamental component is suppressed by more than 20 dB at the output.

### III. MEASUREMENTS

The G-band frequency doubler was fabricated in a commercial 150-nm GaAs pHEMT process. The transistor $f_{max}$ is 160 GHz, which is considerably below the operating frequency of the frequency doubler. Fig. 7 shows a chip micrograph, which occupies an area of 1.0 mm × 0.63 mm.

The chip is measured with a waveguide-based on-chip probing setup, as shown in Fig. 8. The input signal is generated by a W-band source module with a built-in variable attenuator. The chip is probed by waveguide probes and sections. The output power is measured with a calorimeter-based power meter. The loss of waveguide probes and sections, as indicated in Fig. 8, are de-embedded in the measurement.

Fig. 9 shows the measured conversion gain versus the output frequency when the input power is −16 dBm. A peak conversion gain of −5.5 dB is measured at 184 GHz. The conversion gain is higher than −7.6 dB from 180 GHz to 196 GHz. Compared to simulation (long-dashed line), the operating frequency is shifted down and the gain increases. This is presumably due to the underestimation of the electrical length of CPW lines. Therefore, we perform additional simulation with extra length considered. The post-simulation result (short-dashed line) becomes closer to the measurement. A residual discrepancy is due to the inaccuracy of the transistor model at the frequency above transistor $f_{max}$.

Fig. 10 shows the measured output power and conversion...
Fig. 9. Measured conversion gain at $P_{in} = -16$ dBm.

Fig. 10. Measured output power and conversion gain at 184 GHz versus input power.

gain at 184 GHz as the input power increases from -20 dBm to 5 dBm. The maximum output power is -7.5 dBm. The discrepancy between the simulation and measurement is also due to the inaccuracy of the transistor model and EM simulation. The DC drain current flows 2.6 mA at $V_{ds} = 1$ V when an RF input power of 5 dBm is applied.

The frequency doubler is compared with other reported mm-wave frequency multipliers operating at similar frequencies in Table 1. The saturated output power and conversion gain are comparable with those of other works. However, it should be noted that all other multipliers were fabricated in advanced and (or) research-oriented processes that offer excellent transistor $f_{max}$ above 220 GHz. Conversely, the frequency doubler in this work utilizes a low-cost commercial process offering low transistor $f_{max}$ even lower than the operating frequency. The ratio of output frequency to transistor $f_{max}$ exceeds unity only in this frequency doubler.

IV. CONCLUSION

In this paper, a G-band frequency doubler is demonstrated using a commercial 150-nm GaAs pHEMT process offering transistor $f_{max}$ lower than the operating frequency. The measurements show that the conversion gain is -5.5 dB and the saturated output power is -7.5 dBm at 184 GHz. The conversion gain is no lower than -7.6 dB over the frequency from 180 GHz to 196 GHz. The frequency doubler can be used as a low-cost terahertz source for imaging and wireless communication.

This work was supported by the Research Service Program funded by the Korea Astronomy and Space Institute (Development of millimeter wave low noise LNA).

Table 1. Comparison of this work with other millimeter wave frequency multipliers

<table>
<thead>
<tr>
<th>Technology</th>
<th>Frequency $f_{out}$ (GHz)</th>
<th>Conversion gain (dB)</th>
<th>Saturated output power (dBm)</th>
<th>$f_{max}$ (GHz)</th>
<th>$f_{max}/f_{out}$ ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>This work</td>
<td>180–196</td>
<td>-5.5</td>
<td>-7.5</td>
<td>&gt;100</td>
<td>&gt;0.45</td>
</tr>
<tr>
<td>[2]</td>
<td>92.5–96.5</td>
<td>-3</td>
<td>-8</td>
<td>180, 220</td>
<td>0.45</td>
</tr>
<tr>
<td>[4]</td>
<td>150–220</td>
<td>3</td>
<td>-6</td>
<td>180, 220</td>
<td>0.47</td>
</tr>
<tr>
<td>[5]</td>
<td>200–235</td>
<td>3</td>
<td>-6</td>
<td>380</td>
<td>0.47</td>
</tr>
<tr>
<td>[6]</td>
<td>250–310</td>
<td>-4</td>
<td>-6</td>
<td>400, 420</td>
<td>0.57</td>
</tr>
<tr>
<td>[7]</td>
<td>138–170</td>
<td>-6.4</td>
<td>-4</td>
<td>300, 500</td>
<td>0.67</td>
</tr>
<tr>
<td>[8]</td>
<td>170–190</td>
<td>5.6</td>
<td>0.64</td>
<td>200, 235</td>
<td>0.31</td>
</tr>
<tr>
<td>[9]</td>
<td></td>
<td></td>
<td></td>
<td>250–310</td>
<td></td>
</tr>
</tbody>
</table>
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1. INTRODUCTION

On the battlefield, efficient surveillance radars use high-gain beams to obtain target information such as location and velocity. To counter the development of such radars, various stealth technologies have been developed to increase the survivability of weapon systems [1–3].

Electromagnetic stealth technology aims to reduce a target’s radar cross section (RCS); the RCS describes how much electromagnetic power is scattered by the target. The most important factors that affect an object’s RCS are its size, shape, and material. Thus, engineers have been developing planes with specific shapes that can redirect electromagnetic waves from radars. For instance, the shape of the F-117 is optimized to minimize the amount of radar signals reflected back to the emitting radar [4]. However, stealth shaping techniques may have a limited effect because aerodynamic properties cannot be sacrificed.

Other popular methods for RCS reduction are radar-absorbing materials (RAM) and radar-absorbing structures (RAS) [5–8]. In these methods, lossy radar-absorbing materials are used to reduce the reflection of incident electromagnetic waves from the aircraft. However, these methods suffer from problems such as narrow band performance, high weight, and high fabrication and maintenance costs.

Recently, researchers have been investigating plasma technol-
ogy as an alternative stealth method [9]; for example, one study investigated refraction, reflection, and absorption based on plasma surrounding a 2D cylinder. Popular methods for generating plasma include dielectric barrier discharge (DBD), plasma torch, and plasma jet [10]. Although all plasma-generating methods can be used to realize the low-observable characteristic, DBD is better than other plasma sources because it has the simplest structure and its size can be adjusted easily.

This work reports on the effect of plasma area on the frequency characteristics of the monostatic RCS of a square metallic plate. A DBD plasma actuator consisting of 10 rings is modified into three different configurations that have different plasma areas with connections of multiple electrodes. In this work, the three types of DBD actuators with different plasma areas are used by applying 18 kV bias at 1 kHz. For verification, the RCS is measured for the fabricated DBD in front of a 20-cm square metal plate. The experimental results reveal that the generated plasma area can be controlled to reduce the RCS, and also adjust the frequency of maximum reduction in the monostatic RCS of the plate. Furthermore, an electromagnetic model of the plasma is obtained by comparing the experimental and full-wave simulated results.

II. PROPOSED DBD PLASMA ACTUATOR AND ELECTROMAGNETIC MODELING OF PLASMA

Fig. 1 shows the proposed DBD plasma actuator. The actuator consists of concentric ring-shaped electrodes printed on both sides of a 200 mm × 200 mm FR-4 substrate with $\varepsilon_r = 4.4$, $\tan \delta = 0.025$, 0.8-mm thickness, and 35-μm copper cladding. Ten rings are on the top layer and nine, on the other side. The outer radius of the largest ring is 88.5 mm, and the inner radius of the smallest ring is 15.5 mm. The gap between two adjacent rings is $d = 3$ mm.

To generate plasma, an AC source is applied between the top and the bottom electrodes with a voltage that is higher than the breakdown voltage of the environment. The minimum breakdown voltage is described by Paschen’s law [11, 12]:

$$ V_b = \frac{B \times p d}{C + \ln(pd)} $$

(1)

where $B$ and $C$ are constants determined by the type of environmental gases, and $p$ and $d$ denote the pressure and distance between electrodes, respectively. In the atmosphere, the constants are $B = 365 \text{ V} \cdot \text{cm}^{-1} \cdot \text{Torr}^{-1}$ and $C = 1.18$ [10, 11]. From Eq. (1), the calculated minimum breakdown voltage is 8.9 kV. Based on the result, 18 kV is used for the stable generation of stable plasma, that is, glow discharge. Moreover, to prevent arc discharge between the plasma actuator and the nearby metallic object, namely, the copper plate, the two are separated by $g = 2.0$ mm.

Fig. 2 shows the measurement setup for the monostatic RCS of the 200 × 200 mm² copper plate with the DBD actuator placed in front. An acrylic jig is used for accurate placement of the actuator and the copper target. The RCS measurement is performed in the 4−18 GHz range by using a pair of DRH-002G-018G double-ridged horn antennas and a 37247D vector network analyzer from Anritsu. Because the fabricated actuator comprises ring-shaped electrodes, the scattering characteristic is independent of the polarization of incident waves. In this work, only the incidence of a vertical-polarized wave is considered.

Fig. 3 shows the measured RCS for the fabricated DBD actuator in front of a 200 × 200 mm² copper plate with and
Plasma is assumed to be a material with high conductivity of metals such as silver or gold [15]. In this work, the generated plasma is assumed to be a high conductivity material. These phenomena can also be observed in the ionosphere, where electromagnetic waves of 3–30 MHz are reflected [16].

### III. EFFECT OF PLASMA AREA ON FREQUENCY OF MONOSTATIC RCS REDUCTION

As mentioned in the previous section, the generated plasma changes the scattering characteristic of the metal plate. In other words, different forms of generated plasma result in different scattering performances. Therefore, in this work, the minimum RCS frequency can be tuned by adjusting the area of the generated plasma. This can be achieved by switching the AC voltage between multiple rings. For verification, three cases are considered. In Type I, the DBD plasma actuator is constructed by connecting three inner rings on each side; Type II comprises seven inner rings on top and six rings on the other side; and Type III comprises all-connected rings on each side. Fig. 5 shows photographs of the different areas with the application of a high voltage of 18 kV.

![Fig. 4. Geometrically modelled structure of generated plasma.](image)

Table 1. Physically modelled parameters for generated plasma

<table>
<thead>
<tr>
<th>ith ring</th>
<th>Top layer</th>
<th>Bottom layer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$W_{pi}$ (μm)</td>
<td>$T_{pi}$ (μm)</td>
</tr>
<tr>
<td>1&lt;sup&gt;st&lt;/sup&gt;</td>
<td>1,406</td>
<td>2,344</td>
</tr>
<tr>
<td>2&lt;sup&gt;nd&lt;/sup&gt;</td>
<td>937</td>
<td>1,563</td>
</tr>
<tr>
<td>3&lt;sup&gt;rd&lt;/sup&gt;</td>
<td>703</td>
<td>1,172</td>
</tr>
<tr>
<td>4&lt;sup&gt;th&lt;/sup&gt;</td>
<td>562</td>
<td>937</td>
</tr>
<tr>
<td>5&lt;sup&gt;th&lt;/sup&gt;</td>
<td>468</td>
<td>781</td>
</tr>
<tr>
<td>6&lt;sup&gt;th&lt;/sup&gt;</td>
<td>402</td>
<td>669</td>
</tr>
<tr>
<td>7&lt;sup&gt;th&lt;/sup&gt;</td>
<td>351</td>
<td>586</td>
</tr>
<tr>
<td>8&lt;sup&gt;th&lt;/sup&gt;</td>
<td>312</td>
<td>521</td>
</tr>
<tr>
<td>9&lt;sup&gt;th&lt;/sup&gt;</td>
<td>281</td>
<td>469</td>
</tr>
<tr>
<td>10&lt;sup&gt;th&lt;/sup&gt;</td>
<td>255</td>
<td>426</td>
</tr>
</tbody>
</table>
Fig. 5. Photographs of different models. (a) Plasma off, (b) Type I, (c) Type II, and (d) Type III.

Fig. 6. Comparison with measurement results for all cases to shift monostatic RCS reduction frequency.

Fig. 7. Frequency shift with respect to normalized plasma area.

IV. CONCLUSION

This work reports on the frequency effect of plasma area for monostatic RCS. To confirm the effect of plasma area, three types of DBD actuators are fabricated. The plasma areas are adjusted by the number of connected electrodes. For verification, the RCS of the fabricated DBD are simulated and measured. As a result, with an increase in the generated plasma area, the RCS is reduced as much as 18.5 dB and the frequency for minimum monostatic RCS changes from 11.65 to 9.41 GHz. Unlike plasma generated by previous DBD plasma actuators, the plasma generated in this work operates as a scattering material rather than an absorbing material. This phenomenon has not been observed in the microwave frequency regime. Therefore, future research could analyze the propagation characteristic in plasma. This can be extended to a very large structure by arranging the proposed DBD periodically.

This work was supported by the Low Observable Technology Research Center program of the Defense Acquisition Program Administration and Agency for Defense Development.
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I. INTRODUCTION

Since Cardullo and Parks [1] introduced RFID supporting passive radio transponders with memory in the early 1970s, a number of research studies have been conducted. The RFID system without an IC chip, so-called chipless RFID, is suggested as a substitute for the barcode system. Chipless RFID tags are classified into three types depending on the modulation mechanisms, such as time, frequency, or phase [2]. Among the three types, RFID tags using spectral signature modulation is considered to be a good candidate for the upcoming market due to its encoding capacity. Early versions of spectral signatures were realized on microstrip substrate using copper.

Jalaly and Robertson [3] introduced the RF barcode using multiple dipole antennas. Each element resonates at different frequencies depending on their width and gap capacitance. Multi-resonator based chipless RFID tags, which support up to 35 bits of encoding capacity, were presented [4, 5]. They used multi-resonating circuits with 35 spiral resonators and two cross-polarized antennas. However, most previous models have not achieved the goal of chipless RFID tags because of their bulky size and high cost.

In recent years, rapid advancements in materials have led RFID tags to be printed on paper using conductive ink [6-10]. This type of fabrication has remarkably lowered the cost and size of RFID tags, but the low conductivity issue remains as a drawback. Preradovic and Menicanin [11] presented a fully printable 3D stacked chipless RFID tag. Multiple dipole elements were printed on 5 μm polyimide film with conductive ink. The cross-polarization expanded the data capacity to 8 bits. However, the reading range was relatively short (less than 20 cm) due to low conductivity.

In this paper, we present novel, fully printable chipless RFID tags based on dipole array structures. The tags encode data by using spectral signature modulation. The reading range of the proposed dipole array structure is greatly enhanced by the tags’
increased antenna gain. The tags are screen-printed onto plain paper using conductive ink. In addition, it will be shown that tags can be designed at any desired frequency within the UHF and SHF bands. The effect of the proposed chipless RFID tags is also discussed in terms of RFID tag types, number of elements, reading ranges, and so on.

II. DESIGN OF CHIPLESS RFID TAGS

Two different types of chipless RFID tags are depicted in Figs. 1 and 2, respectively, and are differentiated according to the number of operating frequencies they support.

The geometry shown in Fig. 1 supports a single frequency. The tag is composed of a number of identical elements. The length of the dipole antenna, \( l \), is determined by the operating frequency, which is about a half-wavelength. Here, \( g \) represents the distance between dipole elements, which is also about a half-wavelength; \( w \) represents the line width of the dipole element. The dipole elements are arranged in the form of an \( m \times n \) array where \( m \) and \( n \) denote the number of array elements in rows and columns, respectively. The design shown in Fig. 1, which is composed of different lengths of dipoles, supports multi-frequencies. The dipole set with a length of \( l_1, l_2, \cdots, l_N \) is considered to be one element, so a \( 2 \times 1 \) array is formed in Fig. 2. The dipoles resonate at different frequencies by interacting with their pair antennas, which are located a half-wavelength (\( \lambda_1/2, \lambda_2/2, \cdots, \lambda_N/2 \)) away from each other. This structure is better suited to the UHF band due to the available space between the array pairs. Two suggested structures are designed based on a half-wavelength antenna array. A number of studies have shown, through theoretical and experimental results, that the array structure improves antenna gain [12, 13].

The operating principle of the proposed RFID tags is simply based on presence and absence states [11]. When tags are located between two reader antennas, they contribute to a strong stopband. Encoding 0 or 1 can be easily determined by distinguishing their presence or absence. Fig. 3 shows several types of the fabricated RFID tags: Fig. 3(a)-(c) show the RFID tags supporting single frequency. Fig. 3(d) shows the multi-frequency RF tag operating between 2.5 and 4 GHz, which supports 3 bits of encoding capacity. The specific dimensions of the tags are given in Table 1.

III. PRINTING CHIPLESS RFID TAGS ON PAPER

For the fabrication, we chose Silveray-RM conductive ink, which is formulated for printed electronics applications, such as RFID and membrane switches. The ink contains 55%–66% silver paste that provides 5–10 \( \mu \)m of thickness. The curable temperature is 150°C and the time is less than 30 minutes. The average resistance of the ink is 23.01 m\( \Omega \). Its conductivity is approximately 6%–7% compared to that of copper. The thickness of a single sheet for a fabricated RFID tag on paper is about 110 \( \mu \)m.

A partial microscopic view of the fabricated RFID tag is shown in Fig. 4. It is obvious that the conductivity of printed
lines is lower than that of a metal-based medium, since the small particles of conductive ink are not homogeneous. Therefore, the proposed array structure can be more advantageous for overcoming the innate limitation of conductive ink.

Paper has a number of advantages as a substrate. Firstly, it is cost-effective and therefore well suited to mass production. Secondly, it supports inkjet-, screen-, and reel-to-reel printing techniques. We chose the screen-printing method to demonstrate that it is a good candidate for mass production. Moreover, unlike chemical substrates such as FR-4 and PET films, paper is an environmentally benign material: it is not harmful, and it decomposes easily. However, the electrical characteristics of paper should be considered before designing RFID tags on it. Previous studies [14-16] have already shown that paper has appropriate electrical properties as a substrate for UHF and SHF frequency bands.

![Fig. 4. Microscopic view of RFID tag (A-4).](image)

**IV. EXPERIMENTAL RESULTS**

Various measurements were made to validate the proposed chipless RFID system. Fig. 5 illustrates the measurement setup. Two vertically polarized horn antennas are placed bi-statically at a distance of $d$ within an anechoic chamber. The horn antenna (LB-7180) covers 0.7–18 GHz and has gain of 12 dBi. A vector network analyzer (N5230A) is used; the Tx power is set to 0 dBm and is employed in all experiments. The chipless RFID tags under test are placed at the center, between two horn antennas.

Fig. 6 shows the simulated and measured $S_{21}$ values for various combinations of RFID tags. The distance $d$ is fixed at 1 m. In order to realize the 3 bits of data, we used three prototypes (A-1, B-1, and C-1) corresponding to Table 1. The total thickness of tags under test is approximately 330 μm. The ‘111’ coding case in Fig. 6 shows that the simulated and measured results are in good agreement.

![Fig. 5. Diagram of measurement setup.](image)

**Table 1. Dimensions of fabricated chipless RFID tags**

<table>
<thead>
<tr>
<th>Type</th>
<th>$f$ (GHz)</th>
<th>$l$ (mm)</th>
<th>$g$ (mm)</th>
<th>$\omega$ (mm)</th>
<th>$m \times n$ (array)</th>
<th>Total size (cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A-1)</td>
<td>8.7</td>
<td>15</td>
<td>18</td>
<td>0.5</td>
<td>11 × 8</td>
<td>20 × 14</td>
</tr>
<tr>
<td>(A-2)</td>
<td>10.5</td>
<td>13</td>
<td>14</td>
<td>0.5</td>
<td>11 × 8</td>
<td>14 × 11.7</td>
</tr>
<tr>
<td>(A-3)</td>
<td>14</td>
<td>10</td>
<td>11</td>
<td>0.5</td>
<td>11 × 8</td>
<td>11 × 9.8</td>
</tr>
<tr>
<td>(A-4)</td>
<td>2.5</td>
<td>55</td>
<td>65 (λ₁/2)</td>
<td>0.5</td>
<td>2 × 2</td>
<td>7.5 × 12.5</td>
</tr>
<tr>
<td>(B-1)</td>
<td>9</td>
<td>6</td>
<td>11</td>
<td>0.5</td>
<td>11 × 8</td>
<td>11 × 9.8</td>
</tr>
<tr>
<td>(B-2)</td>
<td>9.6</td>
<td>6</td>
<td>11</td>
<td>0.5</td>
<td>11 × 8</td>
<td>11 × 9.8</td>
</tr>
<tr>
<td>(B-3)</td>
<td>7</td>
<td>5</td>
<td>11</td>
<td>0.5</td>
<td>11 × 8</td>
<td>11 × 9.8</td>
</tr>
<tr>
<td>(B-4)</td>
<td>6</td>
<td>4</td>
<td>11</td>
<td>0.5</td>
<td>11 × 8</td>
<td>11 × 9.8</td>
</tr>
<tr>
<td>(B-5)</td>
<td>5.5</td>
<td>35</td>
<td>45 (λ₂/2)</td>
<td>0.5</td>
<td>2 × 2</td>
<td>7.5 × 12.5</td>
</tr>
<tr>
<td>(C-1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(C-2)</td>
<td>2.5</td>
<td>55</td>
<td>65 (λ₂/2)</td>
<td>0.5</td>
<td>2 × 2</td>
<td>7.5 × 12.5</td>
</tr>
<tr>
<td>(C-3)</td>
<td>9</td>
<td>6</td>
<td>11</td>
<td>0.5</td>
<td>11 × 8</td>
<td>11 × 9.8</td>
</tr>
<tr>
<td>(C-4)</td>
<td>6</td>
<td>4</td>
<td>11</td>
<td>0.5</td>
<td>11 × 8</td>
<td>11 × 9.8</td>
</tr>
<tr>
<td>(D)</td>
<td>3</td>
<td>45</td>
<td>55 (λ₃/2)</td>
<td>0.5</td>
<td>2 × 2</td>
<td>7.5 × 12.5</td>
</tr>
</tbody>
</table>
agreement. The other measurements in Fig. 6 (codes ‘011’, ‘101’, and ‘110’, respectively) were obtained using two different chipless RFID tags. The results reveal distinctive difference in $S_{21}$ with a strong nulling effect, and also prove that the closely stuck tags did not cause any interference or frequency shift. However, the mutual coupling effect should be considered when expanding the number of bits.

Fig. 7 shows the attenuation in dB scale with respect to the number of dipole elements used in the array structure. The distance $d$ is fixed at 1 m. The attenuation values in Fig. 7 are calculated by subtracting the present case of $S_{21}$ values from the absent case. The $11 \times 8$ array tag presents up to 18 dB difference while the $6 \times 4$ array tag exhibits an average difference of 4 dB. A slight center-frequency shift is observed in Fig. 7. It is presumed that this is caused by a minor error in the measurement position or angle. Fig. 8 shows the measured attenuation with respect to distance variation, using tags (A-1) and (C-1) in Table 1. The results indicate that RFID tags create more than 10 dB difference when $d$ varies from 1 to 2 meters. Furthermore, the attenuation values gradually decrease as $d$ increases. Fig. 9 shows the simulated and measured attenuation values for the RFID tag operating in the UHF and SHF bands. Tag (D) in Table 1 is used, and the distance $d$ is varied from 0.5 m to 1.2 m.
This type of design supports 3 bits of encoding capacity with a single layer of printed paper. The simulated and measured results at a distance of 0.5 m show relatively positive agreement. Meanwhile, an average 5 dB difference is observed at a distance of 1 m.

Fig. 10 shows the measurement setup with respect to the different positions of the RFID tags. The distance, $d$, is fixed at 1.5 m. Tag (A-1) in Table 1 is used in this test. Each position $P_n$ denotes the distance from the Tx antenna. The measured $S_{21}$ values are given in Fig. 11 with respect to position variation. The results indicate that changing the position of the tag horizontally does not affect frequency shift.

V. CONCLUSION

This study presented a fully printable chipless RFID system with a dipole array structure. We enhanced the reading range up to 2 m, which is 5 to 10 times further than earlier studies [9, 11]. The tags were printed on eco-friendly paper using conductive ink. The dipole array structure played an important role in increasing the gain of the passive tags, and compensated for the low conductivity of the conductive ink while maintaining the low transmission power of 0 dBm. It was shown that various combinations of multi-layer tags can provide up to 6 bits of information. Additionally, we verified that the tags can be designed at any desired frequency within the UHF and SHF bands. In conclusion, the proposed chipless RFID system, with its low cost, eco-friendly application, and longer reading range, showed great potential to replace current RFID systems.

REFERENCES


I. INTRODUCTION

In order to model the communication channel between terrestrial antennas and satellites, the influence of the space environment on electromagnetic (EM) wave propagation should be considered. The space environment consists of the atmosphere and the vacuum atmosphere. The altitude of the atmosphere is about 1,000 km from the ground. The atmosphere consists of a number of layers, including the troposphere, the stratosphere, the mesosphere, and the thermosphere. The ionosphere, a region of Earth’s upper atmosphere, ranges from about 60 km to 1,000 km altitude. It is ionized by solar radiation and plays an important role in atmospheric electricity, forming the inner edge of the magnetosphere. EM wave propagation through the atmosphere is affected by variations in the refractive indices of each atmospheric layer. The refractive index depends on the altitude, and the EM wave is reflected, refracted, and attenuated when it propagates through the atmosphere. The ray tracing technique and high-frequency EM analysis methods such as geometrical optics are needed to evaluate these propagation characteristics.

Ionosonde, coherent scattering radar (CSR), interplanetary scintillation (IPS), and solar flux monitors are used to observe the space propagation environment [1, 2]. The prediction of EM wave propagation between terrestrial antennas and satellites using high-frequency EM analysis methods has been studied for a 1:1,000 scale model [3]. However, no study has presented a prediction for an actual-size earth space model.

In this paper, we propose a prediction method for EM wave propagation between terrestrial antennas and geostationary orbit (GEO) satellites based on geometrical optics. In order to predict EM wave propagation in space environments, it is necessary to calculate the refractive indices of the troposphere and the stratosphere, and the reflection and transmission of EM waves at the interfaces of the spheres. We use the ray tracing technique and geometrical optics to calculate EM wave propagation at the interface between the troposphere, the stratosphere, and the ionosphere, and analyze the EM wave characteristics in space environments.
II. PROPAGATION IN A SPACE ENVIRONMENT

We calculate the refractive index according to the altitude. The refractive indices of the troposphere and the stratosphere can be approximated by Eqs. (1) and (2) in [3]. The refractive index is determined by temperature, pressure, and water vapor pressure.

Fig. 1 shows Osan, South Korea’s refractive index from 0 to 50 km, calculated using weather information from the University of Wyoming [4]. Since the ionosphere has a plasma ion layer, it affects the attenuation and refraction of EM waves [5]. Table 1 shows the relative permittivity and electrical conductivity considering the atmospheric environments, including the ionosphere [6]. The relative permeability of the atmosphere is assumed to be 1 and the anisotropy of the electrical conductivity of the ionosphere is not considered.

Fig. 2 shows the geometrical optics model when a ray passes through several atmospheric layers. The intersection between the ray and the interface is determined to calculate the transmission of the wave at the interface. We resolve the arbitrarily polarized incident wave into components parallel and perpendicular to the plane of incidence and calculate the reflection and transmission coefficients of each component.

Geometrical optics is a high-frequency method that approximates the incidence, reflection, and refraction of EM fields. Using the following formula, the EM field at the observation point can be calculated using the EM field of reference point, the spatial attenuation factor, and the phase factor [7, 8].

$$E(s) = E_0(0)e^{j\phi_0(0)} \sqrt{\frac{dA_0}{dA}} e^{-\alpha s} e^{-j\beta s}.$$  

In order to check the accuracy of the proposed method, we compare the radiation pattern of the antenna itself with the radiation pattern of the antenna considering the seven layers of the atmosphere with the same refractive index ($\varepsilon_r = 1$, $\sigma = 0$) from the ground to the GEO satellite. We use a pyramidal horn antenna with an operating frequency of 10 GHz, a maximum gain of 18.8 dB, and an incident power of 1.2 dBm. Fig. 3 shows good agreement between the two cases.

III. CALCULATION RESULTS

We calculate the radiation pattern of the above antenna in a space environment based on Table 1. Figs. 4 and 5 show the radiation patterns when the direction of the antenna is perpendicular to the ground and when the direction of the antenna is at 30° with respect to the ground, respectively.

Note that the position of the main beam is not changed and the maximum power is reduced by 32.72 dB in Fig. 4. In Fig. 5,
Fig. 4. Radiation pattern of an antenna in a space environment (angle between ground and incidence vector = 90°).

Fig. 5. Radiation pattern of an antenna in a space environment (angle between ground and incidence vector = 30°).

the position of the main beam shifts from 60° to 37.01° and the maximum power is reduced by 51.02 dB. This is because the refraction at the interface and the attenuation along the path are different when the incident angles of the antenna are different.

Since Table 1 roughly divides the atmosphere, it is necessary to divide the atmosphere more precisely for more accurate predictions. In addition, EM wave propagation in the ionosphere should be analyzed more accurately using full-wave EM analysis such as finite-difference time-domain method (FDTD).

IV. CONCLUSION

We have calculated the reflection, refraction, and transmission of EM waves using the ray tracing technique and geometrical optics in space propagation environments. We have shown that EM wave propagation in space environments depends on the refractive index and loss of atmosphere and the incident angle of the antenna. It is necessary to accurately monitor the atmospheric state of the atmosphere, including the ionosphere, and to calculate the refractive index and loss of atmosphere for accurate prediction of EM wave propagation in space environments. Our method is useful to calculate EM wave propagation for an actual-size earth space model, unlike full-wave analysis such as FDTD and method of moments.

This work was supported by the research fund of Signal Intelligence Research Center, supervised by the Defense Acquisition Program Administration and Agency for Defense Development of Korea.
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